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Abstract. In this paper, we study the stability of the wave equation on a star shaped network
in the presence of indefinite sign damping terms. Extending the results of Freitas and Zuazua
in [13], we search for sufficient conditions on the damping coefficients for which the problem
becomes exponentially stable.

1 Introduction

For N ≥ 2, we consider the following wave equation on a star shaped network:
(S1)

uitt(x, t)− uixx(x, t) + 2ai(x)uit(x, t) = 0, x ∈ (0, Li), t > 0, i ∈ {1, · · · , N},
ui(Li, t) = 0,
ui(0, t) = uj(0, t), ∀i 6= j,

N∑
i=1

uix(0, t) = 0,

ui(x, 0) = ui0(x), x ∈ (0, Li),
uit(x, 0) = ui1(x), x ∈ (0, Li).

where Li ∈ R+
∗ , and ai ∈ W 1,∞(0, Li). This system models the vibrations of a group of strings

attached at one extremity. The Kirchoff law
∑N
i=1 u

i
x(0, t) = 0 follows from the principle of

stationnary action [1, 29].
The main goal of this work is to study the stability of system (S1) but also to give more

precise results when we replace in the system the damping coefficients ai(x) by εai(x), where
the parameter ε is positive and small enough. In this case we will denote this modified system
by (Sε) and we only need that ai ∈ L∞(0, Li) for all i ∈ {1, · · · , N}.

Using observability inequalities, the stability of the wave equations over a network with pos-
itive damping coefficients has been studied in [30]. In the case of one interval, the stability of
a wave equation with an indefinite sign damping coefficient has been studied in [2, 12, 13, 22,
23, 28], where it was found that the stability of the wave equation is related to the mean of the
damping coefficient. In this paper, using spectral analysis, we find (sufficient) conditions on the
damping coefficients to get the exponential stability of (S1) and (Sε). In fact, we find necessary
and sufficient conditions for which (S1) is exponentially stable up to a finite dimensional space.
The idea is inspired from [25] where the characteristic equation of (S1) is approximated by an-
other one using the shooting method. This approximation allows us to determine the behavior
of the high frequencies and hence to deduce the conditions on the damping coefficients {ai}Ni=1
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for which the high frequencies are situated to the left of the imaginary axis. In a second step,
we prove that the generalized root vectors form a Riesz basis with parentheses and then deduce
the exponential stability of (S1) up to a finite dimensional space generated by the roots vectors
corresponding to the low frequencies. Note that the shooting method in [10] based on the ansatz
of Horn in [18] and used to analyze the high frequencies cannot be easily adapted to our problem
as long as the solution in [10] is written in a power series form with unknown coefficients. On
the other hand, when {ai}Ni=1 is replaced by {εai}Ni=1 with the parameter ε small enough, we
search for sufficient conditions for which (Sε) is exponentially stable in the whole energy space.
In this case, we note that the positivity of the mean of the damping coefficients in addition to
another condition are required (see Theorem 1.4 below). In fact, for ε > 0 small enough, unlike
[10], we deal with multiple eigenvalues. Note that the study of the exponential stability of (Sε)
enters in the framework of the abstract theory done in [22]. Using the concepts introduced in
[19] about the behavior of the spectrum, we shall interpret the hypothesis imposed in [22] to find
explicit conditions on the damping coefficients for which (Sε) is exponentially stable.

Throughout this paper, we make the following hypothesis on the geometry of the domain:

(H) There exists q ∈ N∗ such that for all i = 2, · · · , N , there exists pi ∈ N∗ for which
Li =

pi
q
L1.

In applications, the above hypothesis is more realistic. From a mathematical point of view, this
above hypothesis is considered since otherwise when some of the lengths take irrational valued,
then we can find examples for which numerically we see that the spectrum is not structured (for
instance there is no asymptotes) and an infinite number of eigenvalues are situated to the right of
the imaginary axis (see Figure 1). Moreover, hypothesis (H) allows us to find an equivalent and
algebraic form of the approximated characteristic equation (see Lemma 3.7).
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Figure 1. a1 = a2 =
1
2
, a3 = −

1
3
, Li =

√
i, i = 1, 2, 3.

This paper is divided into three main parts. In the first part, we prove the following theorem:

Theorem 1.1. Under the hypothesis (H), system (S1) is exponentially stable up to a finite dimen-
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sional space if and only if the roots of the polynomial G defined by

(1.1) G(z) =
N∑
i=1

(
e
∫ Li

0 ai(x)dxzpi + e−
∫ Li

0 ai(x)dx
) N∏
k 6=i,k=1

(
e
∫ Lk

0 ak(x)dxzpk − e−
∫ Lk

0 ak(x)dx
)

are inside the unitary open disk.

If N = 2, then according to Theorem 1.1, system (S1) is exponentially stable up to a finite
dimensional space if and only if∫ L1

0
a1(x)dx+

∫ L2

0
a2(x)dx > 0.

Clearly this condition depends only on
∫ Li

0 ai(x)dx, hence forN ≥ 3, we may state the following
conjecture:

Conjecture 1.2. Although the degree of the polynomial G depends on the lengths Li, and the
coefficients are functions of the parameters ai and Li for all i = 1, · · · , N , the fact that the

roots of G are inside the open unitary disk depends only on the values of
∫ Li

0
ai(x)dx for all

i = 1, · · · , N (see the examples of Section 7).

Remark 1.3. If N = 2, a1 = 1, a2 = α ∈ R, and L1 = L2 = 1, then we recover the result of
Theorem 1.1 of [2] which states that (S1) is exponentially stable up to a finite dimensional space
if and only if α > −1. Indeed, in this case, G(z) = 2e1+αz2 − 2e−1−α and hence G(z) = 0
yields |z| = e−(1+α). Therefore, by Theorem 1.1 above, (S1) is exponentially stable up to a finite
dimensional space if and only if α > −1.

In the second part, we consider system (Sε) with ε > 0 and prove the following theorem:

Theorem 1.4. Under the hypothesis (H), when ai(x) = ai ∈ R and Li = 1 for all i = 1, · · · , N ,
there exists ε0 > 0 such that, for all ε ∈ (0, ε0), (Sε) is exponentially stable if one of the following
two conditions holds:

(i) There exists at most one j0 ∈ {1, · · · , N} such that aj0 = 0 and ai > 0 for all i 6= j0.

(ii) There exists only one negative damping coefficient ai0 such that ai > 0 for all i 6= i0,
N∑
i=1

ai > 0, and
N∑
i=1

1
ai
< 0.

Remark 1.5. If N = 2, then we recover the result of Theorem 2.1 of [13] when the damping
coefficient is piecewise constant. However, in this case, Theorem 1.4 yields the result of [13]
without the assumption on the integrals Ik defined in [13].

Finally, in the third part, we look at some concrete examples of networks and specific values
of ai.

In the whole paper, we shall use the notation A . B (resp. A = O(B)) for the existence of
a positive constant c > 0 independent of A and B such that A ≤ cB (resp. |A| ≤ c|B|) and for
shortness we will write ‖.‖∞ for ‖.‖L∞(0,Li).
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2 Formulation of the problem

We start by determining the suitable functional setting of system (S1). If u is a regular solution
of (S1), then the energy of (S1) is formally given by

E(t) =
1
2

N∑
i=1

∫ Li

0
(|uit|2 + |uix|2)dx,

and
d

dt
E(t) = −

N∑
i=1

∫ Li

0
ai(x)|uit|2dx.

Since the sign of the ai are not specified, the decay of the energy is not guaranteed.

As an energy space, let H = V ×H where H =
N∏
i=1

L2(0, Li) and

V =

{
u = (u1, · · · , uN )> ∈

N∏
i=1

H1(0, Li); ui(0) = uj(0) ∀i 6= j, and ui(Li) = 0, ∀i = 1, · · · , N

}
.

The Hilbert space H is endowed with the inner product

< (u, v)>, (f, g)> >=
N∑
i=1

∫ Li

0
(uixf

i
x + vigi)dx,∀(u, v)>, (f, g)> ∈ H.

Define the operator A : D(A)→ H by

D (A) =

{
(u, v)> ∈ V × V ; u ∈

N∏
i=1

H2(0, Li) and
N∑
i=1

uix(0) = 0

}
,

and for all (u, v)> ∈ D(A)

A(u, v)> =

(
0 A0

1

A2
1 A0

−2a

)
(u, v)>

withAkαw = (αi∂kxw
i)Ni=1 for α = (αi)Ni=1 ∈

∏N
i=1 L

∞(0, Li) andw = (wi)Ni=1 ∈
∏N
i=1 H

k(0, Li),
for k = 0 or 2.

If u is a sufficiently smooth solution of (S1), then U = (u, ut)> ∈ H satisfies the first order
evolution equation

(2.1)

{
Ut = AU,

U(0) = (u0, u1)>.

Using standard semigroup theory, we get the following theorem on the existence, uniqueness,
and regularity of the solution of (S1).

Theorem 2.1. The operator A generates a C0 semigroup on H and hence problem (2.1) admits
a unique solution which implies that (S1) is well-posed. Moreover, if U(0) ∈ H, then U ∈
C0([0,+∞);H) and if U(0) ∈ D (A), then U ∈ C1([0,+∞);H) ∩ C0([0,+∞);D (A)).

Proof. The well-posedness of (2.1) follows from the fact that the operator A is a bounded per-
turbation of a skew adjoint operator (see Theorem III.1.1 of [26]), hence it generates a strongly
continuous semigroup on H. The regularity results are then a direct consequence of Theorem
I.2.4 of [26].

Remark 2.2. Since D (A) is compactly embedded in the energy space H, the spectrum σ(A) is
discrete and the eigenvalues of A have a finite algebraic multiplicity.
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3 High frequencies

In this section, we shall determine the asymptotic behavior of the eigenvalues of the operator A.
For this aim, we will adapt the shooting method to our system.

Let λ be an eigenvalue of A and U = (y, z) be an associated eigenfunction. Then, z = λy
and, for all i = 1, · · · , N , we have

(3.1)



yixx − 2ai(x)λyi − λ2yi = 0, x ∈ (0, Li),
yi(Li) = 0,
yi(0) = yj(0), ∀i 6= j,

N∑
i=1

yix(0) = 0.

It is easy to see that λ = 0 is not an eigenvalue of A.

Remark 3.1. We have

(3.2) |<λ| ≤ 2 max
i∈{1,··· ,N}

{‖ai‖∞} .

Indeed, if we multiply the first identity of (3.1) by yi and then integrate by parts, we get

λ2
N∑
i=1

∫ Li

0
|yi|2dx+ 2λ

N∑
i=1

∫ Li

0
ai(x)|yi|2dx+

N∑
i=1

∫ Li

0
|yix|2dx = 0.

Hence, we have

λ =

N∑
i=1

∫ Li

0
ai(x)|yi|2dx± r(y)

1
2

N∑
i=1

∫ Li

0
|yi|2dx

,

with

r(y) :=

(
N∑
i=1

∫ Li

0
ai(x)|yi|2dx

)2

−

(
N∑
i=1

∫ Li

0
|yix|2dx

)(
N∑
i=1

∫ Li

0
|yi|2dx

)

and deduce the estimate (3.2) by distinguishing the case r(y) ≥ 0 or not.
Now, we start by searching for the characteristic equation using the shooting method. In order

to adapt the shooting method to problem (3.1), we first consider the the following separated initial
value problems: for all i = 1, · · · , N , let yi1 and yi2 be the solution of

(3.3)


yi1xx − 2ai(x)λyi1 − λ2yi1 = 0,

yi1(0) =
1
λ
,

yi1x(0) = 0.

(3.4)


yi2xx − 2ai(x)λyi2 − λ2yi2 = 0,

yi2(0) = 0,
yi2x(0) = 1.
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The initial conditions are chosen such that the solutions yi1 and yi2 are linearly independent.
Hence, yi, the solution of (3.1), can be written as yi = ciy

i
1 + αiy

i
2, where αi, ci ∈ C. By the

continuity condition at zero, we get ci = c for all i = 1, · · · , N , hence

(3.5) yi(x) = cyi1(x) + αiy
i
2(x).

Moreover, from the transmission condition,
N∑
i=1

yix(0) = 0, we have
N∑
i=1

αi = 0 and from the

boundary condition, yi (Li) = 0, we get

y1
1 (L1) y1

2 (L1) 0 0 · · · 0
y2

1 (L2) 0 y2
2 (L2) 0 · · · 0

... 0 0
. . . · · · 0

... 0 · · · 0
. . . 0

yN1 (LN ) 0 · · · 0 yN2 (LN )

0 1 1 1 · · · 1





c

α1

α2
...
...
αN


= 0.

Hence a non-zero eigenvector exists if and only if the determinant of the above matrix vanishes,
or after some elementary calculations if and only if

(3.6) Y (λ) =
N∑
k=1

yk1 (Lk)
N∏

l 6=k,l=1

yl2 (Ll) = 0.

Recall that G is defined by (1.1) and set d := degree G, the degree of G. Then let rjeiϕj , 1 ≤
j ≤ d be the roots of G repeated according to their multiplicity. Without loss of generality we
can suppose that the ϕj are non decreasing, namely

0 ≤ ϕ1 ≤ ϕ2 ≤ · · · ≤ ϕd ≤ 2π.

Now we can state the following main result:

Theorem 3.2. There exists k0 ∈ N such that for all j = 1, · · · , d and all k ∈ Z such that |k| > k0,
the operator A has an eigenvalue λj,k such that

(3.7) λj,k =
q

2L1
log rj + ı

q

2L1
ϕj + ıkπ

q

L1
+ ok(1),

where ok(1)→ 0 as |k| → ∞. Moreover the set σ(A) \ ∪|k|>k0 ∪dj=1 λj,k is compact. Therefore,
if rj < 1, for all j = 1, · · · , d, then the large eigenvalues of A are situated to the left of the
imaginary axis.

Corollary 3.3. There exists ` ∈ N and α0 > 0 such that for all k ∈ N with k > k0, we have

=(λ1,k+` − λd,k) ≥ α0,

=(λ1,−k − λd,−k−`) ≥ α0.

This corollary shows that we can group the eigenvalues of A by packets made of a finite
number of eigenvalues and in such a way that the packets remain at a positive distance to each
other (see section 4 below). Namely for any r > 0, we can introduce the sets Gp(r), p ∈ Z as
the connected components of the set ∪λ∈σ(A)Dλ(r) (where Dλ(r) is the disc with center λ and
radius r), as well as the packets of eigenvalues Λp(r) = Gp(r) ∩ σ(A).

Before we prove Theorem 3.2, we search for an approximation of the characteristic equation
(3.6) for all λ large enough. For this aim, the next lemma gives an estimation of yi1 and yi2 for all
i = 1, · · · , N .
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Lemma 3.4. For i = 1, · · · , N and λ ∈ σ(A) large enough, we have

‖yi1‖∞ .
1
|λ|
, and ‖yi2‖∞ .

1
|λ|
.

Proof. First, for i = 1, · · · , N and λ ∈ σ(A), we consider the homogenous equation
zi1xx(x)− λ2zi1(x) = 0, x ∈ (0, Li),

zi1(0) =
1
λ
,

zi1x(0) = 0,

which yields zi1(x) =
1
λ

cosh (λx). Hence, for large enough λ, Remark 3.1 yields ‖zi1‖∞ .
1
|λ|

.

Now, by the variation of constants formula, we find that

yi1(x) = zi1(x) + 2
∫ x

0
sinh (λ(x− s)) ai(s)yi1(s)ds,∀x ∈ (0, Li).

Therefore, by the integral form of Gronwall’s Lemma, we get

|yi1(x)| ≤ |zi1(x)|+2
∫ x

0

[
|zi1(s)|| sinh (λ(x− s)) ai(s)| exp

(
2
∫ x

s

| sinh(λ(x− r))ai(r)|dr
)]

ds.

The above inequality and Remark 3.1 imply that, for λ large enough, ‖yi1‖∞ .
1
|λ|

.

A similar estimate for yi2 is obtained by introducing zi2 =
1
λ

sinh (λx), the solution of
zi2xx(x)− λ2zi2(x) = 0, x ∈ (0, Li), i = 1, 2,

zi2(0) = 0,
zi2x = 1,

and using that ‖zi2‖∞ .
1
|λ|

for λ large enough.

Next, we find suitable approximations for yi1 and yi2 for i = 1, · · · , N . For this aim we define
over (0, Li), the function

θi(x) = λx+

∫ x

0
ai(s)ds,∀x ∈ (0, Li),

and the functions vi1 and vi2 as linear combination of sinh θi(x) and cosh θi(x) such that vi1 sat-
isfies the initial conditions in (3.3) and vi2 satisfies those in (3.4). Note that, for |λ| > M with
M > max

i
‖ai(.)‖∞, we have

vi1(x) =
1
λ

cosh θi(x), and vi2(x) =
1

λ+ ai(0)
sinh θi(x),∀x ∈ (0, Li).

Note that the functions vi1 and vi2 depend on λ.

Lemma 3.5. For all i = 1, · · · , N and λ ∈ σ(A) large enough, we have∥∥vi1 − yi1∥∥∞ .
1
|λ|2

and
∥∥vi2 − yi2∥∥∞ .

1
|λ|2

.
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Proof. For i = 1, · · · , N and ϕi ∈ H2(0, Li), define the function Li(ϕi) = ϕixx−2aiλϕi−λ2ϕi.
Then, for all x ∈ (0, Li), we have

Li
(
vi1(x)

)
=
aix(x)

λ
sinh θi(x) +

(ai(x))2

λ
cosh θi(x),

and

Li
(
vi2(x)

)
=

aix(x)

λ+ ai(0)
sinh θi(x) +

(ai(x))2

λ+ ai(0)
cosh θi(x).

Therefore, by Remark 3.1, we get that for λ large enough

∥∥Li(vi1)∥∥∞ .
1
|λ|
, and

∥∥Li(vi2)∥∥∞ .
1
|λ|
.

Since we have
vi1xx − 2aiλvi1 − λ2vi1 = Li(vi1),

vi1x(0) = 0,

vi1(0) =
1
λ
,

by the variation of constants formula, we get for all x ∈ (0, Li)

vi1(x) = yi1(x) +

∫ x

0
yi2(x− s)Li(vi1(s))ds.

Therefore, by Lemma 3.4, we have

∥∥vi1 − yi1∥∥∞ .
1
|λ|2

.

Similarly, for all x ∈ (0, Li), we have

vi2(x) = yi2(x) +

∫ x

0
yi2(x− s)Li(vi2(s))ds,

which implies that ∥∥vi2 − yi2∥∥∞ .
1
|λ|2

,

Now, we can find an approximation of the characteristic equation (3.6) from which we deduce
the behavior of the high frequencies. For this aim, we introduce

V (λ) =
N∑
k=1

vk1 (Lk)
N∏

l 6=k,l=1

vl2 (Ll)

and

(3.8) F (λ) = λ−N
N∑
k=1

cosh θ̃k(λ)
N∏
l 6=k

sinh θ̃l(λ),

where, for z ∈ C, θ̃l(z) = zLl +

∫ Ll

0
al(s)ds, for all l = 1, · · · , N .
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Proposition 3.6. For λ ∈ σ(A) large enough, we have the following estimate

(3.9) |Y (λ)− F (λ)| .
1

|λ|N+1 .

Proof. Let λ be a large eigenvalue of A. The estimates in Lemmas 3.4 and 3.5 imply that
(3.10)

|Y (λ)− V (λ)|

=

∣∣∣∣∣∣
N∑
k=1

yk1 (Lk) N∏
l 6=k,l=1

yl2 (Ll)− vk1 (Lk)
N∏

l 6=k,l=1

vl2 (Ll)

∣∣∣∣∣∣
=

∣∣∣∣∣∣
N∑
k=1

(
yk1 (Lk)− vk1 (Lk)

) N∏
l 6=k,l=1

yl2 (Ll) +
N∑
k=1

vk1 (Lk)

 N∏
l 6=k,l=1

yl2 (Ll)−
N∏

l 6=k,l=1

vl2 (Ll)

∣∣∣∣∣∣
.

1
|λ|N+1 .

On the other hand, we readily check that

(3.11)

∣∣∣∣∣∣V (λ)− 1
λN

N∑
k=1

cosh θk(Lk)
N∏
l 6=k

sinh θl(Ll)

∣∣∣∣∣∣ . 1
|λ|N+1 .

Hence, by (3.10) and (3.11), we get (3.9) since θk(Lk) = θ̃k(λ).

Estimation (3.9) suggests to apply Rouché’s Theorem. Therefore, we are first interested in
the roots of F that will be expressed in terms of the roots of the polynomial G given in (1.1).

Lemma 3.7. v ∈ C is a root of F if and only if z = e
2L1
q v is a root of the polynomial G defined

in (1.1). Consequently, if v = x+ ıy is a root of F and rjeiϕj is a root of G for 1 ≤ j ≤ d, then
x =

q

2L1
log rj and y =

q

2L1
ϕj + kπ

q

L1
for some k ∈ Z.

Proof. The proof of Lemma 3.7 is based on writing F in an exponential form and noting that

2NvNe
vL1

∑N
i=1 pi
q F (v)

=
N∑
i=1

(
e
∫ Li

0 ai(x)dxzpi + e−
∫ Li

0 ai(x)dx
) N∏
k 6=i,k=1

(
e
∫ Lk

0 ak(x)dxzpk − e−
∫ Lk

0 ak(x)dx
)
.

Remark 3.8. In the applications, the degree of the polynomial G is high, hence we use the algo-
rithm given by the transformation of Schur (see [14]) that gives a criterion that guarantees that
the roots of a given polynomial can be outside the closed unitary disk. Therefore, in applications,

we use G
(

1
z

)
instead of G(z).

Before giving the proof of Theorem 3.2, we show that Y has the same number of roots as F
in a well chosen domain. Knowing that α < <λ < β where λ is an eigenvalue of A, we consider

the rectangle Rj,k with vertices α + ı
q

2L1
ϕj +

(
k − 1

2

)
π
q

L1
, α + ı

q

2L1
ϕj + ı

(
k +

1
2

)
π
q

L1
,

β + ı
q

2L1
ϕj + ı

(
k − 1

2

)
π
q

L1
, and β + ı

q

2L1
ϕj + ı

(
k +

1
2

)
π
q

L1
where we recall that rjeiϕj ,

j = 1, · · · , d, are the roots of G.
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Proposition 3.9. There exists k0 > 0 such that for all |k| ≥ k0 and z ∈ ∂Rj,k,

(3.12) |Y (z)− F (z)| < |F (z)|.

Proof. Let z ∈ ∂Rj,k and |k| ≥ k0 for some k0 > 0 large enough. Similar to (3.9), we can show
that there exists C > 0 such that

|Y (z)− F (z)| ≤ C

|z|N+1 .

Therefore, in order to complete the proof, it is enough to show that for z ∈ ∂Rj,k
C

|z|
< |F0(z)| ,

where

(3.13) F0(z) =
N∑
k=1

cosh θ̃k(z)
N∏
l 6=k

sinh θ̃l(z).

We remark that |F0| is iπ
q

L1
periodic, hence, min

z∈∂Rj,k
|F0(z)| = mj is independent of k. There-

fore, for k0 ≥ 1, there exists C̃ > 0 such that for |k| ≥ k0 and z ∈ ∂Rj,k, we have

C

|z|
≤ C̃

|k|
.

Chosing k0 large enough, we deduce that

C

|z|
≤ C̃

|k|
< mj

and the proof follows.

Proof. of Theorem 3.2 We shall prove that the large eigenvalues of A are asymptotically close
to the roots of F .

First Lemma 3.7 yields that all the roots of F are given by

zj,k =
q

2L1
log rj + ı

q

2L1
ϕj + ıkπ

q

L1
.

for all 1 ≤ j ≤ d, k ∈ Z.

Let 0 < ρ < min
j

∣∣∣∣ q

2L1
ϕj + π

q

L1

∣∣∣∣ so that B(zj,k, ρ) contains only one root of F . From

Proposition 3.6, in order to prove that |Y (z)− F (z)| < |F (z)| for z ∈ ∂B(zj,k, ρ), it is enough

to show that
C

|z|
< |F0(z)| where F0 was defined by (3.13).

Let hj,k(ρ) = min
z∈∂B(zj,k,ρ)

|F0(z)|. Since |F0| is iπ
q

L1
periodic, then hj,k(ρ) is independent of

k; i.e., hj,k(ρ) = hj,0(ρ) = hj(ρ). We denote by h(ρ) = min
1≤j≤d

hj(ρ). It is clear that h(ρ) > 0

and h(ρ)→ 0 as ρ→ 0. Therefore, there exists k0 > 0 such that for |k| > k0,
C

|z|
≤ C̃

|k|
< h (ρ) .

Consequently, we define ρk by

(3.14) ρk = min
ρ

{
C̃

|k|
< h(ρ)

}
.
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We notice that ρk → 0 as |k| → +∞. Therefore, for every |k| > k0 and z ∈ ∂B(zj,k, ρk), we

have
C

|z|
≤ C̃

|k|
< h(ρk) ≤ |F0(z)|.

By Rouché’s Theorem, we conclude that Y and F have the same roots inside B(zj,k, ρk). As
Proposition 3.9 and again the application of Rouché’s theorem imply that Y and F has the same
number of roots in Rj,k, for all j = 1, · · · , d and |k| ≥ k0, we deduce that all eigenvalues of A
in Rj,k are inside B(zj,k, ρk). This completes the proof since ∪|k|≥k0Rj,k covers the possible set
of large eigenvalues of A.

Remark 3.10. Using Taylor expansion in ρ, we find that h(ρ) = O(ρn0) for some n0 ∈ N∗.

Therefore, according to the definition of ρk in (3.14), we conclude that ρk =
˜̃
C

|k|
1
n0

for some

˜̃
C > 0. Consequently, there exists some k0 ∈ N∗ large enough such that

λj,k =
q

2L1
log rj + ı

q

2L1
ϕj + ıkπ

q

L1
+O

(
1

|k|
1
n0

)
,∀|k| > k0.

4 Riesz basis with parentheses of H and sine-type functions

In this section, we first prove that the root vectors of A form a Riesz basis with parentheses of
H. According to [33], we recall the definition of a Riesz basis of subspaces and a Riesz basis
with parenthesis.

Definition 4.1. • A family of subspaces {Wk}k∈N is called a Riesz basis of subspaces ofH if

(i) for every f ∈ H, and every k ∈ N, there is a unique fk ∈ Wk such that f =
∑
k∈N

fk,

and

(ii) there are positive constants C1 and C2 such that

C1

∑
k∈N
‖fk‖2 ≤

∥∥∥∥∥∑
k∈N

fk

∥∥∥∥∥
2

≤ C2

∑
k∈N
‖fk‖2

.

• A sequence {yi}i∈N is called a Riesz basis with parenthesis ofH if there a family {Wk}k∈N
of finite-dimensional spaces spanned by some yi with Wk ∩Wj = {0} for k 6= j that forms
a Riesz basis of subspaces of H. The spaces Wk are called the parentheses.

Now, we state a Theorem which can be proved exactly as Theorem 2 in [31] and which gives
sufficient conditions for which the generalized eigenfunctions of a bounded perturbation of a
selfadjoint operator form a Riesz basis with parenthesis.

Theorem 4.2. Let T be a selfadjoint operator over a Hilbert space H with discrete spectrum
{µk}k∈Z which satisfies the generalized gap condition, i.e, there exists k0 > 0 and c > 0 such
that

µk+k0 − µk > c,∀k ∈ Z.

Let B be a bounded operator from H into itself. Then the root vectors of the perturbation T +B
form a Riesz basis with parenthesis of H . In this case, only terms corresponding to merging
eigenvalues should be put in parenthesis, i.e, there exist r > 0 and N ∈ N∗ such that if we set

Λp = Λp(r),
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then
#Λp ≤ N, ∀p ∈ Z,

σ(T +B) = ∪p∈ZΛp,

and we can take as parenthesis Wp, p ∈ Z, the space spanned by the root vectors of T + B
corresponding to the eigenvalues in Λp where for any f ∈ H , fp = Ppf is the the Riesz projection
of A, i.e.,

fp = Ppf =
1

2iπ

∫
γp

(λ− T −B)−1f dλ,

where γp is a contour surrounding Λp.

A direct consequence of this result concerns our operator A:

Proposition 4.3. The family of root vectors of A forms a Riesz basis with parentheses of H,
which means that the statements of the previous theorem are valid for ıA.

Proof. It suffices to apply Theorem 4.2 with the choice

T = i

(
0 A0

1

A2
1 A0

0

)
and B = i

(
0 0
0 A0

−2a

)
.

that clearly satisfies the assumptions of the previous Theorem.

Another consequence of the previous results is that the packet Λp can be splitted up into
subpackets, namely there exists Np ∈ N∗ with Np ≤ N such that

Λp = ∪
Np
j=1{λp,j},

where each λp,j ∈ σ(A) are different and of multiplicity mp,j (uniformly bounded in p) and
therefore

Ppf =

Np∑
j=1

Pp,jf,

with
Pp,jf =

1
2iπ

∫
γp,j

(λ− T −B)−1f dλ,

γp,j being a contour surrounding λp,j and small enough so that only the eigenvalue λp,j of A is
inside γp,j .

In the next section, we also need to show that Y defined in (3.6) is a sine-type function in the
following sense:

Definition 4.4. Let f be an entire complex valued function. f is said to be of sine-type if

(a) There exists l > 0 such that for all z ∈ C, |f(z)| . el|z|.

(b) The zeros of f lie in a strip {z ∈ C; |<z| ≤ c} for some c > 0.

(c) There exist constants c1, c2 > 0 and x0 ∈ R such that for, all y ∈ R, c1 ≤ |f(x0 + iy)| ≤ c2.

The class of sine-type functions is used to deal with problems of the Riesz basis property of
the complex exponentials in L2(0, T ) space, with T > 0. When f is a sine-type function, then

we can write the explicit expression of f as f(z) = lim
R→+∞

∏
|λ̃k|≤R

(
1− z

λ̃k

)
, where {λ̃k}k∈Z is

the set of zeros of f (see [3]). If λ̃k = 0, then we replace the term
(

1− z

λ̃k

)
by z.
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In our problem, we remark that the function F defined in the approximated characteristic
equation (3.8) is a sine-type function. In order to deduce the same property for Y defined in
(3.6), we recall a Corollary of Section 2 of [20]:

Lemma 4.5. Given S(z) = lim
R→+∞

∏
|λ̃k|≤R

(
1− z

λ̃k

)
a sine-type function, where {λ̃k}k∈Z is the

set of zeros of S(z). Then S0(z) = lim
R→+∞

∏
|λ̃k|≤R

(
1− z

λ̃k + ψk

)
is also a sine-type function if

{ψk}k∈Z ∈ `p, for some p > 1.

Lemma 4.6. Y defined in (3.6) is sine-type, or equivalently the eigenvalues of A are the zeros of
a sine-type function.

Proof. According to Corollary 3.2 and Remark 3.10, the large eigenvalues A are close to the
ones of F with a remainder {ψk}k∈Z such that

ψk = O

(
1

|k|
1
n0

)
,

for |k| > k0 that then belongs to `n0+1.

5 Exponential stability of (S1) and proof of Theorem 1.1

Taking advantage of the fact that the root vectors of A form a Riesz basis with parenthesis of
H, our aim is now to prove that problem (S1) is exponentially stable up to an finite dimensional
space.

For our proof we recall the following lemma that can be found in Lemma 3.1 of [17].

Lemma 5.1. Let H be a separable Hilbert space. Suppose that {en(t)}n∈J forms a Riesz basis
for the closed subspace spanned by itself in L2(0, T ), T > 0. Then for any ϕ(t) =

∑
n∈J

en(t)φn ∈

L2(0, T ;H), there exist two positive constants C1(T ), C2(T ) such that

C1(T )
∑
n∈J
‖φn‖2

H ≤ ‖ϕ‖2
L2(0,T ;H) ≤ C2(T )

∑
n∈J
‖φn‖2

H .

To apply the above lemma, we need to search for a Riesz basis in L2(0, T ). Since the eigen-
values are not necessary simple, the family {eλkt}k∈Z does not form a Riesz basis in L2(0, T )
for any T > 0. However, as σ(A) is a discrete union of separated and finite sets, hence we can
use the family of generalized divided differences (see [4, 17]).

Definition 5.2. Let M ∈ N∗ be a fixed and let vk, k = 1, · · · ,M, be arbitrary complex numbers,
not necessarily distinct. Then the generalized divided differences (denoted by GDD) of order
m = 0, · · · ,M − 1 are defined by recurrence as follows: the GDD of order zero is defined as
[v1](t) = ev1t, the GDD of order m− 1, 1 ≤ m ≤M is defined as

[v1, v2, · · · , vm](t) =:


[v1, v2..., vm−1](t)− [v2, v3, · · · , vm](t)

v1 − vm
, v1 6= vm

∂

∂v
[v, v2, · · · , vm−1](t) |v=v1 , v1 = vm.
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An equivalent expression is given by

[v1, v2, · · · , vm](t) = tm−1
∫ 1

0

∫ τ1

0
...

∫ τm−2

0
et(v1+τ1(v2−v1)+...+τn−1(vm−vm−1))dτm−1...dτ2dτ1.

Hence, if <vm ≤ <vm−1 ≤ ... ≤ <v1, then for all t ≥ 0

(5.1) |[v1, v2..., vm](t)| ≤ tm−1e<v1t.

Now as some vj can be repeated, we write {v1, v2, · · · , vM} = {w1, w2, · · · , wn} such that
wi 6= wj for all 1 ≤ i, j ≤ n such that i 6= j. Supposing that each wj is repeated nj times, i.e,
n∑
j=1

nj = M , then we can recall Proposition 3.1 of [17] which shows that for any 1 ≤ k ≤ nl,

tk−1ewlt, l = 1, · · · , n is a linear combination of [v1](t), [v1, v2](t), · · · , [v1, v2, · · · , vM ](t).

Proposition 5.3. Any ϕ(t) =
n∑
j=1

ewjt
nj∑
i=1

aijt
i−1 with aij ∈ H can be rewritten as

ϕ(t) =
M∑
i=1

Gi[v1.v2, · · · , vi](t),

with some Gi ∈ H, in particular G1 =
n∑
j=1

a1j .

If we go back to our problem, for every p ∈ Z, we construct the family of GDD of the form

Ep(t) =
{
[λp,1](t), [λp,1, λp,2], · · · , [λp,1, λp,2, · · · , λp,Mp

](t)
}
,

associated with the set λp,1, · · · , λp,Np but the eigenvalues being repeated according to their
multiplicity (and consequently Mp =

∑Np
j=1 mp,j).

Proposition 5.4. There exists T > 0 such that the family of GDD {Ep(t)}p∈Z forms a Riesz basis
for the closed subspace spanned by itself in L2(0, T ).

Proof. According to Lemma 4.6, the eigenvalues of A are roots of a sine-type function. Hence,
the proof becomes a direct consequence of Theorem 3 of [5] where T > 0 is chosen large enough
(note also that a sine-type function automatically satisfies the Helson-Szego condition due to its
equivalent form (condition (A2) page 2 in [4]) and the condition (c) in our definition 4.4).

Proof. of Theorem 1.1. Given an initial datum U(0) ∈ H, by Proposition 4.3, it can be written
as

U(0) =
∑
p∈Z

Np∑
j=1

Pλp,j (U(0)) ,

where we recall that Pλp,j denotes the Riesz projection of A corresponding to the eigenvalue
λp,j , then, for any t > 0, we have

(5.2)

etAU(0) =
∑
p∈Z

Np∑
j=1

eλp,jt
mp,j∑
i=1

(A− λp,j)i−1

(i− 1)!
ti−1Pλp,j (U(0))

=
∑
p∈Z

Np∑
j=1

eλp,jt
mp,j∑
i=1

aij,pt
i−1,
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where aij,p =
(A− λp,j)i−1

(i− 1)!
Pλp,j (U(0)). By Proposition 5.3, we get

(5.3) etAU(0) =
∑
p∈Z

Mp∑
i=1

Gp,i[λp,1, λp,2, · · · , λp,i](t).

Lemma 5.1 and Proposition 5.4 yield for some T > 0

∑
p∈Z

Mp∑
i=1

‖Gp,i‖2
H .

∫ T

0

∥∥etAU(0)∥∥2
H dt.

By the semigroup property, we know that there are C,ω > 0 such that for all t ≥ 0

‖etA‖L(H) ≤ Ceωt.

Therefore, the previous estimate becomes

(5.4)
∑
p∈Z

Np∑
i=1

‖Gp,i‖2
H .

C2

2ω
(e2ωT − 1) ‖U(0)‖2

H .

Finally, since the root vectors of A form a Riesz basis with parenthesis ofH, then by (5.1), (5.3),
and (5.4) we get for t ≥ 1

∥∥etAU(0)∥∥2
H .

∑
p∈Z

∥∥∥∥∥∥
Mp∑
i=1

Gp,i[λ1,p, λ2,p, · · · , λi+m̃pj−1,p
](t)

∥∥∥∥∥∥
2

H

(5.5)

.
∑
p∈Z

t2(Mp−1)e2µpt
Mp∑
i=1

‖Gp,i‖2
H,

where µp = max1≤j≤Np <λp,j .
Now, by Theorem 3.2, we know that if the roots of the polynomial G are in the open unit

disk, then there exists µ < 0 and p0 ∈ N such that

µp ≤ µ < 0,∀|p| > p0.

Hence by (5.5), we deduce the exponential stability of problem (S1) up to the finite dimensional
space spanned by the roots vectors of A corresponding to the eigenvalues λp,j such that |p| ≤ p0.
The proof of Theorem 1.1 is complete.

6 Exponential stability of (Sε) for small values of ε and proof of Theorem 1.4

In this section, we consider constant damping coefficients and equal lengths Li = 1, for all
i = 1, · · · , N . Without loss of generality we can assume that the ai are non decreasing, i.e.,
a1 ≤ a2 ≤ · · · ≤ aN . In the sequel, we replace the damping coefficients ai by εai, where the
parameter ε is positive. Our goal is to find sufficient conditions for which (Sε) is exponentially
stable in the whole energy space for every ε small enough.

Based on the results of the previous section, it seems enough to find sufficient conditions on
the damping coefficients so that the low eigenvalues have negative real parts for every ε small
enough. However, we remark that Rouché’s Theorem used in the proof of Theorem 3.2 yields a
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constant k0 dependent of ε (mainly of order
1
ε

). Consequently, it seems difficult to separate the
large eigenvalues from the low eigenvalues uniformly in ε for all ε small enough.

As previously mentioned, the exponential stability of (Sε) has been studied in [22] under
some abstract hypothesis. Consequently, our aim is to interpret the hypothesis from [22] to
find explicit conditions on the damping coefficients. Our strategy is based on the asymptotic
behavior of the spectrum of the generator A = A(ε) as a function of ε. In the sequel, we use
some notations from [19], we refer the reader to this book for the exact definitions. First, we
notice that the generator A = A(ε) is holomorphic of type (A) in the parameter ε in the sense of
(2.1) of chapter VII.2 in [19]. Indeed, we simply have

A(ε) = A(0) + εB,

where A(0) is a skewadjoint operator and B is a bounded selfadjoint operator defined by

A(0) =

(
0 A0

1

A2
1 0

)
and B =

(
0 0
0 A0

−2a

)
.

Since A(0) is a skew adjoint operator with a compact resolvent, there is an orthonormal sys-
tem of eigenvectors of A(0) which is complete in H. The eigenvalues of A(0) are λ1,k(0) =

ı(kπ +
π

2
) with multiplicity one, for all k ∈ Z, and λ2,k(0) = ıkπ with geometric and alge-

braic multiplicity N − 1, for all k ∈ Z∗. For shortness we write {λk(0)}k∈Z = {ıkπ}k∈Z∗ ∪{
ı(kπ +

π

2
)
}
k∈Z

and we set mk the multiplity of λk(0) (hence mk = 1 or mk = N − 1).

Now according to section VII.2.4 in [19], there exists ε0 > 0 such that for all ε ∈ (0, ε0), A(ε)
has exactly mk eigenvalues (algebraic multiplicity counted) in B(λk(0), ρ), with ρ > 0 fixed
small enough. This set of eigenvalues is called the λk(0)-group eigenvalues ofA(ε) generated by
the splitting from the common eigenvalue λk(0) of the unperturbed operatorA(0) (see page 74 in
[19]). Consequently as ε increases, a splitting of the eigenvalues may occur and the eigenvalues
of A(ε) can go to the left or to the right of the imaginary axis (or both). Hence, our aim is to
find some sufficient conditions for which each λk(0)-group is strictly to the left of the imaginary
axis.

For further use, for ε ∈ (0, ε0) and all k ∈ Z, the λk(0)-group eigenvalues of A(ε) will be
denoted by {λk,j(ε)}mkj=1.

In a first step, consider Γk,ρ a positively-oriented circle around λk(0) with radius ρ <
π

4
such

that λk(0) is isolated. For ζ ∈ Γk,ρ, we denote by R(ζ) = (A(0)− ζ)−1. The following lemma
gives a uniform estimate of ‖R(ζ)‖ for all ζ ∈ Γk,ρ.

Lemma 6.1. For all ζ ∈ Γk,ρ, we have

(6.1) ‖R(ζ)‖ = 1
ρ
, ∀ζ ∈ Γk,ρ.

Proof. For convenience and for a moment, we rename {iβk}k∈Z∗ the set of eigenvalues of A(0)
and arrange it in increasing order (i.e ...βk−1 ≤ βk ≤ βk+1...). We denote by {φk}k∈Z∗ the
associated system of eigenvectors which forms an orthonormal basis of H. Let f =

∑
k∈Z∗

fkφk ∈

H, then by the spectral theorem, for all ζ ∈ Γk,ρ, we can write

R(ζ)f =
∑
k∈Z∗

fk
iβk − ζ

φk.
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Since |iβk − ζ| ≤ ρ, for all k ∈ Z∗, we deduce that

‖R(ζ)f‖2 =
∑
k∈Z∗

|fk|2

|iβk − ζ|2
≤ 1
ρ2

∑
k∈Z∗
|fk|2 =

1
ρ2 ‖f‖

2.

This proves (6.1) by taking f corresponding to one eigenvector associated with the eigenvalue
λk(0).

Now we characterize the asymptotic behaviour of the real parts of the λk(0)-group eigenval-
ues of A(ε).

Lemma 6.2. There exists ε1 > 0 and c > 0 such that for all ε ∈ (0, ε1), all k ∈ Z and all
j = 1, · · · ,mk,

<λk,j(ε) ≤ ε max
1≤j≤mk

µk,j + cε2,

when {µk,j}mkj=1 denotes the set of eigenvalues of Pk(0)BPk(0) and Pk(0) denotes the eigenpro-

jection corresponding to λk(0), i.e., Pk(0) = −
1

2πi

∫
Γk,ρ

R(ξ)dξ.

Proof. Step 1. Let λk(0) be an eigenvalue of A(0). Define the space Mk(ε) = Pk(ε)H, where
Pk(ε) is the eigenprojection (see (1.16) page 67 of [19]) defined by

Pk(ε) = −
1

2πi

∫
Γk,ρ

(A(ε)− ξ)−1
dξ.

Notice that (A(ε)− ξ)−1 is well defined for ξ ∈ Γk,ρ when ε <
1

‖B‖‖R(ξ)‖
=

ρ

‖B‖
. Indeed,

according to (1.13) and (1.14) page 67 of [19], we have by the second Neumann series for the
resolvent

(6.2) (A(ε)− ξ)−1
= R(ξ) (1 + εBR(ξ))

−1
= R(ξ)

∞∑
n=0

(−εBR(ξ))n = R(ξ) +
∞∑
n=1

εnR
(n)
k (ξ),

where

(6.3) R
(n)
k (ξ) = R(ξ)(−BR(ξ))n.

Hence the series in the right-hand side of (6.2) converges if ε < ρ
‖B‖ (thanks to Lemma 6.1, we

notice that the upper bound of ε is independent of k ∈ Z) and we get

Pk(ε) = Pk(0) +
∞∑
n=1

εnP
(n)
k ,

where P (n)
k = − 1

2πi

∫
Γk,ρ

R
(n)
k (ξ)dξ and P (0)

k = Pk(0).

As already said before if ε is sufficiently small, the eigenvalues of A(ε) lying in Γk,ρ form
exactly the λk(0)-group eigenvalues. Therefore, since λk(0) is semisimple (since its a eigenvalue
of a skewadjoint operator), then according to the identities (5.13) and (5.14) of [19, p. 112], the
λk(0)-group eigenvalues of A(ε) are of the form

(6.4) λk,j(ε) = λk(0) + εµ
(1)
k,j(ε), j = 1, · · · ,mk,
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where {µ(1)k,j(ε)}
mk
j=1 are the eigenvalues of the operator

(6.5) Ã
(1)
k (ε) = ε−1(A(ε)− λk(0))Pk(ε) = −

ε−1

2πi

∫
Γk,ρ

(ξ − λk(0)) (A(ε)− ξ)−1
dξ,

in the subspace Mk(ε) = Pk(ε)H. The second equality in (6.5) follows from the fact that

(A(ε)− λk(0)) (A(ε)− ξ)−1
= 1 + (ξ − λk(0)) (A(ε)− ξ)−1

.

Step 2. We estimate the difference between Ã
(1)
k (ε) and Pk(0)BPk(0). According to the

identity (2.16) page 77 of [19], we have

(6.6) (A(ε)− λk(0))Pk(ε) = (A(0)− λk(0))Pk(0) +
∞∑
n=1

εnÃ
(n)
k ,

where

(6.7) Ã
(n)
k = (−1)n+1 1

2πi

∫
Γk,ρ

R(ξ)(BR(ξ))n(ξ − λk(0))dξ,

in particular (see (2.19) page 77 of [19])

(6.8) Ã
(1)
k = Pk(0)BPk(0).

Since λk(0) is semisimple, then A(0)Pk(0) = λk(0)Pk(0). Thus (6.6) implies that

Ã
(1)
k (ε) =

∞∑
n=0

εnÃ
(n+1)
k .

On the other hand, from (6.7) and Lemma 6.1, we have for all n ≥ 1

‖Ã(n)
k ‖ ≤

‖B‖n

ρn
.

Therefore, for ε small enough, there exists c > 0 independent of k such that

(6.9) ‖Ã(1)
k (ε)− Ã(1)

k ‖ ≤
∞∑
n=1

εn
‖B‖n

ρn
=

ε‖B‖ρ

1− ε‖B‖ρ
≤ cε.

Step 3. We compare the eigenvalues {µ(1)k,j(ε)}
mk
j=1 of Ã(1)

k (ε) with the eigenvalues of Ã(1)
k =

Pk(0)BPk(0). Consider µ(1)k,j(ε) and φ(1)k,j(ε) an associated normalized eigenvector, then

Ã
(1)
k (ε)φ

(1)
k,j(ε) = µ

(1)
k,j(ε)φ

(1)
k,j(ε).

From (6.9), we have
‖Ã(1)

k (ε)φ
(1)
k,j(ε)− Ã

(1)
k φ

(1)
k,j(ε)‖ ≤ cε.

Thus, by Cauchy-Schwarz’s inequality, we have

| < µ
(1)
k,j(ε)φ

(1)
k,j(ε)− Ã

(1)
k φ

(1)
k,j(ε), φ

(1)
k,j(ε) > | ≤ cε,

or equivalently
|µ(1)k,j(ε)− < Ã

(1)
k φ

(1)
k,j(ε), φ

(1)
k,j(ε) > | ≤ cε.
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Therefore,
<(µ(1)k,j(ε)) ≤< Ã

(1)
k φ

(1)
k,j(ε), φ

(1)
k,j(ε) > +cε,

or
<(µ(1)k,j(ε)) ≤ max

1≤j≤mk
µk,j + cε.

We conclude by using this estimate and (6.4).

According to Lemma 6.2, to prove that the spectrum of A(ε) is situated to the left of the
imaginary axis for ε > 0 small enough, we have to prove that, for every k ∈ Z, the eigenvalues
of Ã(1)

k = Pk(0)BPk(0) are strictly to the left of the imaginary axis independently of k ∈ Z
and ε > 0. In fact, the hypothesis imposed in [22] to get the exponential stability of (Sε) can
be interpreted as a condition on the negativity of the eigenvalues of Pk(0)BPk(0). Therefore,
our aim in the next two lemmas is to find the eigenvalues of Pk(0)BPk(0) and to investigate the
conditions for which their real parts are negative independently of k ∈ Z and ε > 0.

Lemma 6.3. If µk,0 denotes the eigenvalue of Pk(0)BPk(0), where Pk(0) is the eigenprojection

corresponding to λk(0) = ı(kπ +
π

2
), with k ∈ Z, then µk,0 = −

1
N

N∑
i=1

ai.

Proof. We recall that λk(0) = ı(kπ +
π

2
) is simple for all k ∈ Z. Some elementary calculations

show that the associated normalized eigenvector is of the form

φ0 =
1√
N
(u, v)>,

where, for all x ∈ (0, 1) and i = 1, · · · , N , ui(x) =
sin (λk(0)(1− x))

λk(0)
and vi(x) = sin (λk(0)(1− x)).

For any ψ ∈ H, we find that

Pk(0)BPk(0)ψ = − 1
N

(
N∑
i=1

ai

)
(ψ, φ0)φ0,

hence φ0 is the eigenvector of Pk(0)BPk(0) of eigenvalue − 1
N

N∑
i=1

ai.

Lemma 6.4. If {µk,j}N−1
j=1 denotes the set of eigenvalues of Pk(0)BPk(0), where Pk(0) is the

eigenprojection corresponding to λk(0) = ıkπ, with k ∈ Z∗, then {µj,k}N−1
j=1 is the set of zeros

of the polynomial Q defined by

(6.10) Q(z) = (z + a1)(z + aN )
N−1∑
i=2

N−1∏
l 6=i
l=2

(z + al) +
N−1∏
l=2

(z + al)(2z + a1 + aN )

Proof. First, we notice that, for all k ∈ Z∗, λk(0) = ıkπ is of multiplicity N − 1 and that
the associated eigenvectors are of the form (u, v)> where, for i = 1, · · · , N and x ∈ (0, 1),
ui(x) =

αi
ıkπ sin (kπ(1− x)) and vi(x) = αi sin (kπ(1− x)) with α = (αi)Ni=1 ∈ RN such that

N∑
i=1

αi = 0. As a basis of the subspace Pk(0)H, we can choose the system of eigenvectors

{φ(i)}i=1,··· ,N−1 corresponding to the choice

α(1) = (1,−1, 0 · · · , 0), α(2) = (1, 0,−1, 0 · · · , 0), · · · , α(N−1) = (1, 0, · · · , 0,−1).
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Therefore, for all i = 1, · · · , N − 1, Pk(0)BPk(0)φ(i) =
N−1∑
k=1

αikφ
(k) where αik ∈ C. Moreover,

for all i, j = 1, · · · , N − 1,

〈
Pk(0)BPk(0)φ(i), φ(j)

〉
=
〈
Bφ(i), φ(j)

〉
=

N−1∑
k=1

αik

〈
φ(k), φ(j)

〉
.

Hence, Pk(0)BPk(0) = ΓG−1, where Γ = (
〈
Bφ(i), φ(j)

〉
)i,j and G is the Gramian matrix de-

fined by G = (
〈
φ(i), φ(j)

〉
)i,j . But some elementary calculations yield

Γ =



−a1 − a2 −a1 −a1 · · · −a1

−a1 −a1 − a3 −a1 · · · −a1
... · · ·

. . . · · ·
...

... · · · · · ·
. . . −a1

−a1 −a1 · · · −a1 −a1 − aN


and

G =



2 1 1 · · · 1
1 2 1 · · · 1
... · · ·

. . . · · ·
...

... · · · · · ·
. . . 1

1 1 · · · 1 2


.

Since

G−1 =
1
N



N − 1 −1 −1 · · · −1
−1 N − 1 −1 · · · −1
... · · ·

. . . · · ·
...

... · · · · · ·
. . . −1

−1 −1 · · · −1 N − 1


= I − 1

N


1 · · · · · · 1
1 · · · · · · 1
...

...
1 · · · · · · 1

 ,

we get

Pk(0)BPk(0)

=
1
N



−a1 − (N − 1)a2 −a1 + a2 −a1 + a2 · · · −a1 + a2

−a1 + a3 −a1 − (N − 1)a3 −a1 + a3 · · · −a1 + a3
... · · ·

. . . · · ·
...

... · · · · · ·
. . .

...
−a1 + aN −a1 + aN · · · −a1 + aN −a1 − (N − 1)aN


.

Therefore, {µj,k}N−1
j=1 are the roots of the characteristic polynomial det (zI − Pk(0)BPk(0))
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or equivalently

Q(z) = det



z + a2 0 · · · · · · −z − aN
0 z + a3 0 · · · −z − aN
... · · ·

. . . 0
...

0 · · · 0 z + aN−1 −z − aN
z + a1 z + a1 · · · z + a1 2z + a1 + aN

 .

Developing with respect to the last line, we find (6.10).

Before going on let us notice that the above lemmas show that the eigenvalues µk,j of
Pk(0)BPk(0) are independent of k. In the first case we directly find a condition on the damping
coefficients to have µk,0 < 0, for the second case we need that the roots of Q are negative. For
this aim, we first localize the roots of Q. Before doing so let us introduce the following notation:
as the ai are not necessarily different, we denote by M ≤ N the number of different ai’s and
denote by {bj}Mj=1 the set of the different coefficients in increasing order, which means that

{bj}Mj=1 = {ai}Ni=1,

and
b1 < b2 < · · · < bM .

Further for all j = 1, · · ·M , denote by kj the number of repeated values of bj in the initial
set of coefficients ai, namely

kj = #{i ∈ {1, · · · , N} : bj = ai}.

Lemma 6.5. If Q is the polynomial defined by (6.10), then its has N − 1 real roots µi, i =
1, · · · , N − 1, in [−aN ,−a1] such that

−bj+1 < µj < −bj ,∀j = 1, · · · ,M − 1,

the other roots are −bj of multiplicity kj − 1, for all j = 1, · · · ,M such that kj ≥ 2.

Proof. We first notice that

Q(−ai) =
N∏
l=1
l 6=i

(al − ai).

Hence we see that−ai is a root ofQ if and only if there exists at least one ` 6= i such that ai = a`.
Unfortunately this argument is not sufficient in the case of a triple equality ai = a` = ak with
i, k, ` different from each other since it does not give the multiplicity of −ai.

But for a complex number µ such that µ 6∈ {−ai}Ni=1, we notice that

(6.11) Q(µ) =
N∏
l=1

(µ+ al)

(
N∑
i=1

1
µ+ ai

)
.

Therefore µ 6∈ {−ai}Ni=1 is a root of Q if and only if

Q̃(µ) =
N∑
i=1

1
µ+ ai

= 0.
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As Q̃ has vertical asymptotes µ = −bj , for all j = 1, . . . ,M and is a decreasing function on
(−bj+1,−bj), for all j = 1, · · · ,M − 1 (see Figure 2 for the graph of Q̃ when N = M =
4, a1 = −2, a2 = 2, a3 = 3, a4 = 4), we deduce that Q has one and only one real root between
two consecutive vertical asymptotes.

Now for j = 1, · · · ,M such that kj ≥ 2, we take µ 6= −bj but close to it and use the
expression (6.11) to find that

Q(µ) =
∏

`:a` 6=bj

(µ+ al) (µ+ bj)
kj

 kj
µ+ bj

+
∑

i:ai 6=bj

1
µ+ ai

(6.12)

= (µ+ bj)
kj−1

∏
`:a` 6=bj

(µ+ al)

kj + (µ+ bj)
∑

i:ai 6=bj

1
µ+ ai

 .(6.13)

Since
∏
`:a` 6=bj (µ+al)

(
kj + (µ+ bj)

∑
i:ai 6=bj

1
µ+ai

)
is holomorphic in a neighborhood of−bj ,

we deduce that −bj is a root of Q of multiplicity kj − 1.

-6 -4 -2 2 4

-5

5

Figure 2. N = 4, a1 = −2, a2 = 2, a3 = 3, a4 = 4

Corollary 6.6. The polynomial Q defined by (6.10) has negative roots if and only if one of the
following two conditions is satisfied:

(i) a1 ≥ 0 and ai > 0, for all i = 2, · · · , N ,

(ii) a1 < 0, ai > 0, for all i = 2, · · · , N and

N∑
i=1

1
ai
< 0.

Proof. According to the previous lemma, if −b2 ≥ 0, then Q has a positive root, hence b2 has
to be positive. Now if b1 = a1 is positive, all roots are trivially negative. On the other hand,
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if b1 ≤ 0 with k1 > 1, then Q has a non negative root −b1. Hence k1 has to be equal to 1.
This covers the first item. For the second item, we have b1 < 0 with k1 = 1 and therefore
again according to the previous lemma, Q has a root µ (or equivalently Q̃) between −a2 < 0 and
−a1 > 0 that potentially could be positive, but since Q̃ is decreasing on (−a2,−a1) the condition

Q̃(0) =
N∑
i=1

1
ai
< 0

is a necessary and sufficient condition to get µ < 0.

Summing up the results of Lemmas 6.2, 6.3, and Corollary 6.6, we give the proof of Theorem
1.4.

Proof. of Theorem 1.4: According to Lemma 6.2, if max
k∈Z

max
j=1,··· ,mk

µk,j = −C < 0, then there

exists ε0 > 0 such that for all ε ∈ (0, ε0), and all k ∈ Z, <λk(ε) ≤ −C2 ε. Using Lemmas 6.3 and
Corollary 6.6, this is satisfied if either one of the two conditions is satisfied:

(i) a1 ≥ 0 and ai > 0, for all i = 2, · · · , N ,

(ii) a1 < 0, ai > 0, for all i = 2, · · · , N and

N∑
i=1

ai > 0 as well as
N∑
i=1

1
ai
< 0.

Since the root vectors of A(ε) form a Riesz basis with parenthesis (see Proposition 4.3),
we deduce the exponential stability of the solution of (Sε) for all ε ∈ (0, ε0) under one of the
conditions (i) or (ii) stated above.

Remark 6.7. (i) Owing to Lemma 6.3 and Corollary 6.6, if
N∑
i=1

ai < 0 or if Q has a positive

root, then (Sε) is unstable for all ε > 0 small enough. For example, in the case N = 3,

a1 = a2 = 1, and a3 = −1
2

, Figure 6 shows that there are eigenvalues to the right of the
imaginary axis when ε = 0.1.

(ii) If
N∑
i=1

ai = 0 or if Q has a root equal to zero, then the exponential stability of (Sε) for ε > 0

small enough is an open question.

Remark 6.8. The previous analysis can be adapted to the case when ai ∈ L∞(0, 1) and Li = 1
for all i = 1, · · · , N . As before we can prove that the solution of (Sε) is exponentially stable for
all ε ∈ (0, ε0) for ε0 > 0 small enough if there exists c0 > 0 and c1 > 0 such that for all k ∈ Z,
one of the following two conditions holds:

(a) There exists at most one j0 ∈ {1, · · · , N} such that
∫ 1

0
aj0(x) sin2(kπ(1− x))dx = 0,∫ 1

0
ai(x) sin2(kπ(1−x))dx > c0 for all i 6= j0 and

N∑
i=1

∫ 1

0
ai(x) sin2((kπ+

π

2
)(1−x))dx >

c0.
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(b) There exists only one i0 ∈ {1, · · · , N} such that
∫ 1

0
ai0(x) sin2(kπ(1− x))dx < 0,∫ 1

0
ai(x) sin2(kπ(1−x))dx > c0 for all i 6= i0,

N∑
i=1

∫ 1

0
ai(x) sin2((kπ+

π

2
)(1−x))dx > c0,

and
N∑
i=1

1∫ 1

0
ai(x) sin2(kπ(1− x))dx

< −c1.

Indeed, the results of Lemma 6.2 still hold. Lemma 6.3 also holds but in this case, for all

k ∈ Z, µk,0 = − 2
N

N∑
i=1

∫ 1

0
ai(x) sin2((kπ +

π

2
)(1 − x))dx. Similarly, in Lemma 6.4, we can

repeat the same analysis and find that, for all k ∈ Z∗, {µj,k}N−1
j=1 is the set of zeros of

Q̂(z) = (z + I1)(z + IN )
N−1∑
i=2

N−1∏
l6=i
l=2

(z + Il) +
N−1∏
l=2

(z + Il)(2z + I1 + IN ),

where for all i = 1, · · · , N , Ii = 2
∫ 1

0
ai(x) sin2(kπ(1 − x))dx (which here depends on k).

As Lemma 6.5 can be used for Q̂, we find the same results but with ai replaced by Ii for all
i = 1, · · · , N . Therefore, thanks to Lemma 6.2 and under one of the conditions (a) or (b) stated
above, we deduce the existence of Ĉ > 0 such that for all k ∈ Z, <λk(ε) ≤ −εĈ for all
ε ∈ (0, ε0).

7 Examples

In order to illustrate our general results we present some concrete examples where we can
give explicit conditions on the damping coefficients to get exponential decay (up to a finite-
dimensional space) for both problems (S1) and (Sε). In the first case, this is reduced to the
calculation of the roots of the polynomial G defined by (1.1), in the second one since the condi-
tions from Theorem 1.4 are easy to check, we concentrate on a limit case (see Remark 6.7) and
on the characterization of the limit values of ε for which the global stability is lost.

7.1 Examples for (S1)

We consider (S1) with three edges (N = 3) of length Li = 1 and ai(.) ∈ W 1,∞(0, 1) such that∫ 1

0
a1(x)dx =

∫ 1

0
a2(x)dx = 1 and

∫ 1

0
a3(x)dx = α ≤ 0. Using Theorem 1.1, we will find the

critical value of α for which (S1) is exponentially stable up to a finite dimensional space. Indeed,
for this example, the polynomial G is given by

G(z) = 3e2+αz3 − (e2−α + 2eα)z2 − (e−2+α + 2e−α)z + 3e−2−α.

The roots of G are given by

z1 = e−2,

z2 = −e
−2

6
+
e−2α

6
− e−2−2α

6

√
e4 + e4α + 34e2+2α,

z3 −e
−2

6
+
e−2α

6
+
e−2−2α

6

√
e4 + e4α + 34e2+2α.
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Recall that according to Theorem 1.1, (S1) is exponentially stable up to a finite dimensional
space if and only if |zi| < 1 for all i = 1, 2, 3. Hence we need to analyze the behavior of the zi
with respect to α. Clearly z1 < 1 is independent of α, while the two other ones depend on α.
For z2, we easily check that z2 < 0 is an increasing function of α with lim

α→−∞
z2 = −3e−3 > −1.

Hence, −1 < z2 < 0 for all α ≤ 0. Next, we notice that |z2||z3| = e−2−2α. So, if α ≤ −1, then
|z2||z3| ≥ 1 which means that |z3| ≥ 1. Therefore, to get the exponential stability of (S1), we

must have α > −1. In this case, z3 is a decreasing function of α and for α0 =
1
2

ln
(

3 + e2

1 + 3e2

)
we get z3 ≥ 1 if α ≤ α0 and 0 < z3 < 1 if α > α0. In conclusion, (S1) is exponentially stable up
to a finite dimensional space if and only if α ∈ (α0, 0].

As a second example, we still take three edges, but consider L1 = L2 = 1 and L3 = 2 with∫ 1

0
a1(x)dx =

∫ 1

0
a2(x)dx = 1 and

∫ 2

0
a3(x)dx = α. With this choice, the polynomial G is

given by
G(z) = (ez − e−1)p(z).

where
p(z) = 3e1+αz3 + e−1+αz2 − e1−αz − 3e−1−α.

As the roots of the first factor is e−2 < 1, we only have to consider the roots of the second factor
p. Let zi = zi(α) for i = 1, 2, 3 be the roots of p and define ϕ(α) = max

i∈{1,2,3}
|zi(α)|. With the

help of a formal computation software (Mathematica), we can find the roots zi(α) for i = 1, 2, 3
as well as ϕ(α).

-1.0 -0.8 -0.6 -0.4 -0.2

-0.2

0.2

0.4

0.6

Figure 3. Graph of ϕ(α)− 1 when
∫ 1

0
a1(x)dx =

∫ 1

0
a2(x)dx = 1,

∫ 2

0
a3(x)dx = α.

The explicit form of ϕ allows to check that when α > α0 =
1
2

ln
(

3 + e2

1 + 3e2

)
then ϕ(α) < 1

(see Figure 3). Hence (S1) is exponentially stable up to a finite dimensional space if and only if
α ∈ (α0, 0].

The same study can be done when changing L3, namely by taking L3 =
1
2

or L3 = 3
and we surprisingly obtain the same critical value α0 of α so that (S1) is exponentially sta-
ble up to a finite dimensional space. Moreover, if we choose L1 = 1 and L2 = 2 such that∫ 1

0
a1(x)dx =

∫ 2

0
a2(x)dx = 1, then for L3 = 1 or L3 = 2, we still obtain the same condi-
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tion, α > α0 =
1
2

ln
(

3 + e2

1 + 3e2

)
to get the exponential stability of (S1) up to a finite dimen-

sional space. Furthermore, if we change the mean values, by considering L1 = L2 = 1, but

Out[10]=

-1.0 -0.8 -0.6 -0.4 -0.2

-0.5

0.5

1.0

1.5

Figure 4. Graph of ϕ(α)− 1 when
∫ 1

0
a1(x)dx = 1,

∫ 1

0
a2(x)dx = 2, L3 = 2.

∫ 1

0
a1(x)dx = 1 and

∫ 1

0
a2(x)dx = 2, then whether L3 = 1 or L3 = 2, we still obtain the same

critical value α1 with 0.45 < α1 < 0.46 such that (S1) is exponentially stable up to a finite
dimensional space if and only if α > α1 (see Figure 4).

In conclusion, we find that the critical value of α depends on
∫ L1

0
a1(x)dx and

∫ L2

0
a2(x)dx

and not on the choice of the lengths. This opens the question whether the abstract condition given

in Theorem 1.1 can be expressed explicitly in terms of
∫ Li

0
ai(x)dx for all i ∈ {1, · · · , N}, see

Conjecture 1.2.
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Figure 5. a1 = a2 = 1, a3 = −
1
2
, ε = 1.
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-0.10 -0.08 -0.06 -0.04 -0.02

-20
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20

Figure 6. a1 = a2 = 1, a3 = −
1
2
, ε = 0.1.

7.2 Examples for problem (Sε)

We start with a limit case in Theorem 1.4, namely we take N = 3, a1 = a2 = 1, a3 = −1
2

, and

L1 = L2 = L3 = 1. Hence neither the first condition holds nor the second one since
N∑
i=1

ai > 0

but
N∑
i=1

1
ai

= 0.

But Lemma 6.2 yields that for all ε > 0 small enough, the eigenvalues are of the form

λ1,k(ε) = −ε+ ıkπ + o(ε),

λ2,k(ε) = ıkπ + o(ε),

λ3,k(ε) = − ε
2
+ ı

(2k + 1)π
2

+ o(ε),

Hence the problem of stability would come from λ2,k(ε) but a more precise asymptotic anal-

ysis yields <λ2,k(ε) =
ε3

12
+ o(ε3), hence the problem is not exponentially stable for ε small.

Figure 6 shows the existence of a positive asymptote when ε = 0.1, since the asymptotes are
x1 = −0.1, x2 ≈ −0.0500833, and x3 ≈ 0.000083333 .

Note that for ε = 1, then by Theorem 1.1 there is a positive asymptote, since the asymptotes
are x1 = −1, x2 ≈ −0.580322, and x3 ≈ 0.0803219 (see Figure 5).

In general, if we consider a1 = a2 = a and a3 6= a, then according to Theorem 1.4, the prob-
lem becomes exponentially stable for all ε small enough if one of the following two conditions
holds:

(i) a > 0 and a3 ≥ 0

(ii) a > 0 and a3 < 0 such that 2a+ a3 > 0 and a+ 2a3 > 0.
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Figure 7. a1 = a2 = 1, a3 = −
1
4
, ε = 1.
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Figure 8. a1 = a2 = 1, a3 = −
1
4
, ε = 1.5.
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Figure 9. a1 = a2 = 1, a3 = −
1
4
, ε = 1/10.

These results are coherent with the numerical results shown in Figure 9 with a1 = a2 =

1, a3 = −1
4

and ε =
1

10
where the asymptotes (x1 = −0.1, x2 ≈ −0.0166184, and x3 ≈

−0.0583816) are to the left of the imaginary axis. If we increase ε and take ε = 1, then Fig-
ure 7 still shows the exponential stability in the whole energy space where the asymptotes are
x1 = −1, x2 ≈ −0.630695, and x3 ≈ −0.119305. But for ε = 1.5, then Figure 8 shows the
exponential stability up to a finite dimensional space. Indeed, the asymptotes found in Figure 8
are x1 = −1.5, x2 ≈ −1.02451, and x3 ≈ −0.100488 which show that the large eigenvalues are
to the left of the imaginary axis although there are some low eigenvalues with positive real parts.

In fact, in the case a1 = a2 = 1, a3 = −1
4
, all the eigenvalues are to the left of the imaginary

axis for all ε < ε0, where numerically we have found that 1.30 < ε0 < 1.31.
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