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1 Abstract

We consider the Moore-Gibson-Thompson equation which arises, e.g., as a linearization of a model for wave prop-
agation in viscous thermally relaxing fluids. This third order in time equation displays, even in the linear version,
a variety of dynamical behaviors for their solutions that depend on the physical parameters in the equation. These
range from non-existence [3] and instability to exponential stability (in time) [11]. By neglecting diffusivity of the
sound coefficient there is a lack of generation of a semigroup associated with the linear dynamics. When diffusivity
of the sound is positive, the linear dynamics is described by a strongly continuous evolution. We shall show that
this evolution is exponentially stable provided sufficiently large viscous damping is accounted for in the model. The
viscosity considered is time and space dependent which then leads to evolution rather then semigroup generators.
Decay rates for both natural and higher level energies are derived.

2 Introduction

Investigations on nonlinear propagation of sound in the situation of high amplitude waves have put forth extensive
literature on physically well-based partial differential models see, e.g., [2, 1, 4, 14, 12, 18, 20]. This still highly active
field of reasearch is driven by a wide range of applications such as the medical and industrial use of high intensity
ultrasound in lithotripsy, thermotherapy, ultrasound cleaning and sonochemistry.

The classical models of nonlinear acoustics are Kuznetsov’s equation, the Westervelt equation, and the KZK
(Kokhlov-Zabolotskaya-Kuznetsov) equation. For a mathematical well-posedness analyis of several types of initial
boundary value problems for these nonlinear second order in time PDEs we refer to, e.g., [7, 8, 9, 10, 19]. Motivated
mainly by the fact that the use of classical Fourier’s law leads to an infinite signal speed paradoxon, the use of
several other constitutive relations for the heat flux within the derivation of nonlinear acoustic wave equations have
been considered Jordan [6]. Among these is the Maxwell-Cattaneo law, whose combination with the usual balance
equations (conservation of mass, momentum and energy) as well as the equation of state, leads to a third order in
time PDE model. Since this linearized version appears in a slightly different setting in Moore & Gibson [15] and
Thompson [17] (see eq. (11.84) on p 556 there), we here call it Moore-Gibson-Thompson equation, where the fully
nonlinear version will be referred to as the Jordan-Moore-Gibson-Thompson equation.

It should be noted that the analysis of the third order equations is very different from that of the second order,
where a positive diffusivity coefficient provides a regularizing parabolic effect. This is no longer true in the third
order equations which are of hyperbolic type, thus requiring a very different type of analysis than the related second
order equations. The case of constant coefficient equations and finite energy solutions has been studied in [11]. The
aim of this paper is to provide: (i) analysis of time-space dependent coefficients in the equations and (ii) stability
estimates for higher energy solutions . This is a critical perquisite for studying nonlinear dynamics.

We remark that while in the constant coefficient case, stability analysis for linear dynamics can be carried out
via spectral analysis, this is not the case in the non-autonomous case where the location of the spectrum for each
temporary point in the generator provides only limited information on the overall stability. (counterexamples are
known for simple ODE’s). For this reason a different -energy based method - will be developped. We shall show that
under suitable assumptions on the variations of the coefficients both low and high energy dynamics are well-posed
and exponentially stable. The results presented provide first and necessary step for the analysis of the corresponding
nonlinear model. The latter subject will be pursued in a forthcoming publication by the authors.

2.1 Third Order abstract model

Let H = Ly(Q) where Q@ € R™, n < 3 is a bounded and smooth domain. Let A = —A, defined on D(A) =
H}(Q) N H*(Q). Itis well known that A is a selfadjoint positive operator defined on H with a dense domain D(A).
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Moreover fractional powers A are well defined. In particular, D(A!/2) ~ H}(Q) [16].
We shall consider the linearized version of Kuzntesov Moore Gibson Equation written in a general abstract form.

Ty + a(t, T)uy + AAu+ bAu; =0 2.1

where «(t, ) is a variable "damping" coefficient depending on a viscosity of the fluid. It is interesting to notice that
the third order in time model has very different characteristics from a familiar second order equation (7 = 0, > 0).
The wellposedness of solutions fails even in the simplest case when b = 0 [3]. Thus, structural damping is essential
for the well-behaved systems. As we know, for the second order equations the presence of the structural damping
is immaterial for the wellposedness, it does however play a role in asymptotic behavior and regularity of solutions.
Instead, for the third order equations structural damping (b > 0 ) is critical for the wellposedness [11]. More
specifically, it does affect both the wellposedness and stability. Our main goal is to provide a complete analysis and
classification of parameters leading to both wellposedness and stability of the abstract model under consideration.
Exponential stability of the trajectories depends on the critical parameter Sownd specdxrelazation parameter hjch

. . . R R sound dif fusivity
is required to be small enough with respect to a natural damping « in the system. More specifically, in the constant

coefficient case the exponential stability of natural energy function requires v = o — TTCZ > 0. In the complementary
region of the parameters the system is unstable (y < 0 ) or marginally stable (v = 0 ). In the present paper we
shall extend this result to non-constant coefficient case and we shall also incoroporate the analysis of higher energy
stability. To this end we shall provide semigroup formulation for the model.

2.2 Semigroup formulation

With A defined in the previous section we consider the following third order in time abstract ODE defined on H =
Lr(Q)
Ty + oz, t)uy + EAu+bAu, =0, t >0 (2.2)
with the initial conditions given by
w(0) = ug, ut(0) = uy, u (0) = up. (2.3)

The coefficient a can be thought of as control parameter inducing viscous damping in the equation. In fact, this
coefficient has important implications on controlling the size of the potential well corresponding to global existence of
nonlinear solutions. In what follows we shall assume that the damping coefficient « is both space and time dependent
with the imposed L, (Q x R™1) bound.

The above system given in (2.2) can be written as a first order system of the following form:

U,(t) = A(OU(1), t > 0,U(0) = Up € H 2.4)
where H = D(A'/?) x D(A'/?) x H and

U 0 I 0
Ut A —bA —al,t)]

The natural domain of A(%) is given by
D(A(t)) = D(A) = {U = (u1,uz,u3) € H,uz € D(AY?),u; € D(A),i = 1,2}

The goal of this paper is the analysis of wellposedness and of asymptotic stability of the model defined in (2.4).
As noticed in [11] when 7 = 0 the model reduces to a classical wave equation with (b > 0 ) structural damping -which
corresponds to an analytic semigroup.. However, 7 > 0 makes the model of hyperbolic type and the wellposedness is
no longer valid unless the parameters are appropriately selected. As shown in [3] the problem is not well-posed when
the diffusivity constant b = 0. In what follows we shall assume that b > 0. It will be shown that for these parameters
system (2.4) is always wellposed. However, wellposedness of the corresponding nonlinear equation depends on long
time characteristics of the model. These are affected by the damping coefficient «(¢, x). Thus, the interaction between
the damping « and diffusivity parameter b lies in the heart of the problem. Of particular interest to this paper is not
only long time behavior of the natural energy associated with A, but also the higher energy that is critical for the
construction of potential well corresponding to nonlinear problem.

Notation: (u,v) = (u,v)3. Similarly |u|® = |ul3,. A%, 6 € [0,1] denotes fractional powers of A [16].

2.3 Main results

There are two energy functions that are of interest to this work. The first one is the basic finite energy corresponding
to the operator A
Eo(t) = |APu(t)? + [AY2ur (1) + un? (2.5)
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The higher energy is given by
E1(t) = [Au(t)? + [Auy(8) + ] (2.6)

We note that the higher energy is not just an energy corresponding to strong (regular) solutions. It represents a
different measure of regularity of solutions that is somewhat reminiscent to parabolic effects. Though the system is
not parabolic. We believe this being an interesting aspect of the model studied.

We shall be using the following Assumption imposed on variable coefficient «(x, t).

Assumption 2.1.
() a(z,t) € [ap, ai], Vo, t € Q x RT where ag > 0, a1 < 0.

(ii) The map u — a(t)u is continuous in ¢t > 0 from D(A/?) — H
(iii) The map u — cwu is bounded from D(A'/?) — Lo (R,[D(AY?)])) .

Theorem 2.2. Let b > 0, « satisfies Assumption 2.1 with oy > 0. The system given in (2.2) generates a strongly
continuous evolution U(t,s) : H — H with 0 < s < t. In addition U(t, s) is also a strongly continuous evolution
when acting U(t,s) : Hy — H; with

H, = D(A) x D(AY?) x H

Both evolutions are time reversible.

Our second result describes exponential decays for the two energies functions. It turns out that the latter depends

2
Tc

on the values of certain parameters. Let’s introduce the parameter (¢, z) = o(t, z) — 5-.

Theorem 2.3. Let b > 0 and ag > 0. Assumption 2.1 is in force. We also assume that the norm of the map defined in
part 3 of Assumption 2.1 is sufficiently small. Then,

o Ify(z,t) > ap — TTCZ > 0, there exist w > 0,C > 0 such that
E(t) < Ce *t&(0)
« If, in addition to the previous assumptions, we also impose

Assumption 2.4. The map u — «(t)u is continuous in from D(A'/?) — L., (R, D(A'/?))
The map u — cu is bounded from D(A'/?) — L. (R, H)

then we have
& (t) < 01€7w1t51 (0)

Corollary 2.5. Under the assumptions of Theorem 2.3 the evolution operator U (i, s) is exponentially stable on H. If,
in addition, Assumption 2.4 holds then U (t, s) is also exponentially stable on H;.

The remainder of the manuscript is devoted to the proofs of the main theorems.

3 Proof of Theorem 2.2
Let b > 0 and without loss of generality we normalize 7 = 1. We introduce the following variable :

zZ=us + b .

3.1 Generation of the group on H

Consequently u; = z — c¢?b~'u and

Uy = —auy —bAz
g = 2z — by = 2 — bz — Pb )
Ze = upe+ b uy
—(a— b Nuy — bAz
= —y(t)z —yFb 2z — b ] — bAz. 3.1)
With this notation we introduce the vector

A2y,
y=| A2,
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and we consider Z = H x H x H. The original model can now be rewritten in operator form as:
Y:(t) =B#)Y(t), Y(0)=Yoe Z
where the matrix operator B with a natural domain takes the form:
—b7 I I 0
B(t) = 0 0 Al/2 (3.2)
() AD2AT2 b AV () AVTTATY? ()]
D(B) = {Y = (yl,yz,yg) € Zyp € D(A1/2)7y3 € ’D(Al/z)}.

The operator matrix B can be represented as a bounded perturbation of By, ie: B(t) = By + P(t) where

—c2b I 0
By = 0 0o A2
0 —bAY2 0
and the bounded part takes the form
0 0 0
P(t) = 0 0 0 . (3.3)

—’y(t)c4b_2A_1/2 v(t)CQb_lA_l/z —y ()1

‘We shall apply Evolution Hyperbolic Theorem due to Pazy . This will allow us to claim generation of a continuous
evolution operator. The task is thus reduced to the verification of conditions (H-1) -(H-3) on p.135, [16]. We recall
the statement of the hypotheses. Let B(t) be the infinitesimal generator of a Cj semigroup S;(s),s > 0 on Z. Let
V C Z with dense injection. We say that V' is B admissible if V' is invariant subspace of S(s) and the restriction S(s)
to V is a C semigroup on V. The following assumptions are made on the family of operators B().

(® {B(t)}c(o,r) for each t is a stable family with stability constants w > 0, M .

(i) V is B(t) - admissible in V for all ¢ € [0,77] and the family {B(t)};c(o,7| is a stable family in V' with some
constants @, M.

(iii) Fort¢ € [0,T], D(B(t)) D V, where B(t) is bounded on V and the map ¢ — B(t) is continuous in the B(V, Z)
norm.

Theorem 3.1. Let B(t), t € [0,T] be the infinitesimal generator of a Cy semigroup on Z such that conditions 1-3
above are satisfied. Then B(t) generates a unique evolution system on Z given by the two-parameters family of
operators with the properties:

< U®8)||piz) < Me(t=2)
e DfU(t,8)x|=s = B(s)z, € V,0<s<t<T,

s DJU(t,s)x = -U(t,s)B(s)z,x € V,0 < s <t <TU(ts),0 < s <twhere the derivatives are in strong Z
sense.

To proceed, we first note that for each ¢ > 0 B(t) is a bounded ( owing to Assumption 2.1 ) perturbation of By
, where the latter generates continuous semigroup on Z. Thus, by classical semigroup perturbation theorem B(t)
generates, for each ¢, a strongly continuous semigroup S;(s). These semigroups are stable on the strength of the
uniform boundedness of v(t) -Assumption 2.1.

For the second condition, we take V' = D(B(t)), where the latter is independent on ¢. Since Y coincides with the
domain of B(t) for each ¢, the invariance condition for V and S; is automatically satisfied. The stability parameters
&, M coincide with the former.

For the third condition, it suffices to argue continuity of P(¢) . This entails to the continuity (in time) of the
following maps:

() AV2D(A) - H
v(-,t) : D(AY?) = (3.4)
It is clear that the second requirement implies the first, which in turn is a consequence of the second statement in
Assumption 2.1 .
On the strength of Pazy hyperbolic theorem we conclude that B(¢) generates strongly continuous family of evo-

lutions U (¢, s) on Z. This is equivalent (via change of variables) to the fact that A(¢) generates a strongly continuous
evolution on H.
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Remark 3.2. The operator matrix B(t) can be represented as a compact perturbation of B (¢), ie: B(t) = Bi(t) +

K (t) where
—c2 I 0
Bi(t) = 0 0 Al/2
0 —bAV2 ()T
and the bounded part takes the form
0 0 0
K(t) = 0 0 0 3.5)
—y()H2ATE ()T A2 0
When ~(t) is constant in time, then the spectrum of B; consists just of eigenvalue \; = —< and the eigenvalues
corresponding to a damped wave equation with infintely many eigenvalues located on a vertical line Re\,, = —1/2~

. These are precisely two limiting points for the essential spectrum of the operator that correspond to infinite dimen-
sional part of PDE. .

3.2 Generation of the group on H;

Now we turn to generation on H;. For that a different decomposition -compatible with the topology on H; - is more
useful. To this end we introduce the following variables

z=u + b

and
v=Au+b"'z.
Consequently u; = z — ¢*b~'u and
uy = 2z — by = 2 — b7z — Pb )
gt = ot — bl [zt — czbflut] = 2y — bl [zt — ! [z — czbflu]]
ve = (Au+b""2) = b [~upw — auy — A Au] + b 2y

—b oy — b AU+ Az — bz Eh )
= b+ [2021)72 —ab )z — b73c4[z - czbflu] + ozczbfz[z - czbflu}
= b w2207 — ab Nz +4Pb 2z — A,
(3.6)

‘With this notation we introduce vector
v

Y=| A%

Zt

and we consider Z = H x H x H. The original model can now be rewritten in operator form as:
Y:(t) =B#)Y(t), Y(0)=Yoe Z
where the matrix operator B(t) with a natural domain takes the form B(t) = By(t) + K (t) with

—c2b~I 0 262072 — ab~!
By(t) = 0 0 Al/2
0 —bAl/? —y(t)I

D(B) = {Y = (yl,yz,yg) € Zyp € D(Al/2),y3 S D(.Al/z)}
and K is a suitable compact perturbation composed of lower order terms resulting from the decomposition (3.6) and
is given by
—(t)Ab AT () AEDT2ATE () th AT
K(t) = 0 0 0 3.7)
() Ab2AT A ()EDTTATE () th 3 AT
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The same argument as in the proof of Theorem 2.2 applies to infer that By(¢) generates a continuous evolution on Z.
Indeed, By(t) is a bounded perturbation of the same operator B;(t) as introduced in the proof of Theorem 2.2. On
the other hand, direct inspection reveals that with the given change of variables defined by Y, Y € Z is equivalent to
the topology of vector U in H.

On the other hand, it is evident that the topology on Z is equivalent (since b > 0) to the topology on H. This
completes the proof of Theorem 2.2.

Remark 3.3. The stability of U (¢, s) depends on the lower order perturbations K.

4 Proof of Theorem 2.3

The proof of Theorem 2.3 follows through several lemmas. It is convenient to introduce the following notation: Let’s

2
cT

recall the parameter () = [«(t) — 7] , where the variable coefficient « satisfies Assumption (2.1), and define the
following energies:

2
C

JAY2 (uy (£) 4+ b~ u(t) P + %|Utt(t) + A0 ()P 4 ()P (t) P

| o

2
Eo(t) = 5la2u(t) P + S 1A 2u(t)

oy 0l —

(t) = E(t) + Eo(t)
Lemma4.1. Let b > 0 and ag > 0
« If v > 0, there exist w > 0,C > 0 such that E(t) = E(t) + Eo(t) satisfies:

E(t) < Ce tE(0).
o If v =0, the energy E(t) remains constant.

Remark 4.2. Recalling that y(z,t) = [a(z,t) — CZTT] we have that E(t) > 0 for v > 0. Thus £(t) is equivalent in
norm to the one induced by
et ()2 + [ A g ()2 + A 2u(t) .

In fact, the evolution (u(t), u:(t), uw(t)) = U(t, s)(uo, w1, uz) defines a continuous flow on
H = D(AY?) x D(AY?) x H.

The proof of Lemma 4.1 follows through a sequence of auxiliary estimates. These are given below.

4.1 The energy dissipation
Lemma 4.3. The following identity holds

d T2 A2
@E(t) + (e — 7)1/2utt|z = 3(04%,%) 4.1)

Thus, when v(z,t) > ap — %2 > 0 the problem is dissipative with a strict dissipation when v > 0. Instead, when
~v = 0 the problem is conservative. This is to say:

s E(t) + vfot lug|*ds = E(0),y >0
« E(t)=E(0),y=0.

Proof. Since the energy calculations are justifiable for "smooth" solutions, we consider first regular solutions originat-
ing in the domains of respective generators. The existence of regular solutions is guaranteed by Evolution -Semigroup
theory [16]. Owing to the fact that the final estimates will not depend on the additional smoothness, we will pass to
the limit using density and obtaining final estimates for just finite energy solutions.

Step 1: Multiply (2.2) by u,; and integrate by parts. This gives

d
a[ﬂutt\z + b|Al/2ut|2 + ZCZ(AU, ut)]
120! Pug 2 = 22| AV 20,2 = 0. 4.2)
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Step 2: Multiply (2.2) by u; and integrate by parts to obtain

d
%[CZLAI/ZU\Z + |oz1/2u,g|2 + 27 (upr, ug )]

+20| A 20 ? = 27 uge|* = 2] 2wy (4.3)

Step 3. Multiply (4.3) by %2 and add to (4.2). After some algebraic manipulations this yields:

d
%[ﬂuttlz + 0| AV 20 P 4 262 (Au, uy)
2
c
+Z(C2|A]/2u‘2 + |a1/2ut|2 + 27—(utt7ut))}

7—02 1/2 2 02 .
+2|(a(t) — T) ug|” = 23(aut,ut) (4.4)

Using the notation introduced before we obtain the inequality claimed by the Lemma . O

4.2 Equipartition of the energy

Multiplying the original equation by u; and integrating by parts leads to:

Lemma 4.4.
bl AV 2w |? = T|ug)? - %[1/2|a1/2ut|2 + 1722 AYV2ul? + 7 (wer, ug)] + (G, uy) 4.5)
Our first goal is to establish the boundedness of the total energy E(t) + Fy(t) where
Eo(t) = 1/2alus (t)* + 172 AV 2u(t) .
Note that Lemma 4.4 implies

d d
%Eo(t) — @T(utta ’U,t) + (dut, Ut> (46)

We note that while E(¢) has already good a priori bounds, however these bounds do not determine topological norm
| A!/24. Tt is the purpose of Fy(t) to introduce this missing quantity. From Lemma 4.3 and Lemma 4.4 and (4.6) we
conclude

b AY2u, | = 7lug | —

d
E(t) + 1/2|’yl/2utt|2 +1/2|(y - COT)I/zutt\2 + 1/2007'|utt|2 =

dt
d d
aE(t) + 17207 20> 4 1/2](y — cor) " Pug|* + 1/200[%E0(t) + b AV 2u,)?
d ¢
(e u)] = (5 = 5) (G, ue) @.7)
Selecting suitably small constant ¢ so that
2
0<cp< - =qpr! 4.8)
T b
gives
LB+ Yoo L By(t) + 17217 Pun]? + 1/2c0b| A 20,
dt 277dt
<O ) + (5 — D)) “9)
S w Utt, Ut b ) Qg Ut .

In particular, with C' denoting a generic constant (independent of ¢), the following inequality holds for all s < ¢

Lemma 4.5. Let v(z,t) > 70 = ap — CZTT > 0. Then the total energy is bounded for all times by the following
expression..

t
¢
E(t) + 2 Eo(t) + 1/2/ (72wt > 4 beol A s |H)dz

2
() 02 C ¢ .
< B6)+ DE(s) + ol O + EG) 415~ D) [ (usu)as
2 t
< Cpral B) + B + (5 = ) [ (G w)as (4.10)

This means that the total energy is bounded in time by the initial fotal energy. Our goal is to show that the energy
is exponentially decaying provided v > 0. In view of Lemma 4.5
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4.3 Reconstruction of the potential energy fOT | A!'/24)2dt and decay rates for the energy.

In order to derive exponential decays one needs to reconstruct the integral of fOT | A/2y|2dt. For this we apply the
multiplier » which then leads to

b PP 1 FLAP = o
d T 2 .
—|—£[§|ut| — 7(uge,w) — (oug, w)] + (dug, uw) 4.11)

Integrating in time (4.11) gives
by 412 2 2 12,2 _ 0 2 T
AP + ¢ [ AP = LA Pu(s) P+ [l

t
T .
+[§|Ut|2 — T (e, u) — Oé(ut,umi +/ (dug, u)dz

¢ t
< / a2, + / (qug,u)dz + CE(t) + CEy(t) + CE(s) + CEy(s)
by Lemma 4.5
¢ 201, c? Co v
< Co (1) + Eolt) + E() + Eo(s)] + [ (aursn) + 72 (5 = D) [ ()

t
< C[E(O) + EO(O)} + Cozl.,om;r,b/ |(dut,ut + U)‘

t
< CE(0) +Cal,a0,7,b/ ((AV26 A7 V2 AV 20y, AV (uy + )| (4.12)

Combining (4.12) with previous lemmas yields:
¢ t
1/2/ 7P * + bor =AY 2w, Pldz + cz/ A2

t
< C[E(0) + Eo(0)] + Clél L (r, (D12 [D(AV2) / |AY 2 [uy 2| + | AV 2udz

which after accounting for the Assumption 2.1 implies

/()T[E(t) + E()(t)} < C%b,a,r,c[E(O) + E()] < 00

From here one also obtains (with sufficiently small & ) and large enough 7' that
TE(T) < pE(0), p<1

which then proves exponential decay of the energy on the strength of Pazy-Datko’s Theorem [16]. This completes
the proof of the first part of Theorem 2.2

4.4 Decay rates for the higher energy -proof of the second part of Theorem 2.2

We built upon decays of the low energy. The correct multiplier exhibiting higher energy is Au. We thus multiply
equation by Au and integrate by parts. This gives

1d d
(um,Au) = —§$|A]/2Ut|2 + @(utt,AU)
_ 1d 1/2, 12
b(Aug, Au) = b§£|A |

(qug, Au) = %(aut,flu) — (dug, Au) — (ouy, Aug) =

= %(aut,Au) - (dAfl/zAl/zut,Au) — (.Al/z(ozut),/ll/zut) (4.13)

Combining the above leads to the inequality
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dec

1d d
ia[blAuP — A2, 2] + A Au? = —%(UmAU) — (A auy, AVuy)

+(@ATV2AY 20, Au)

Thus we obtain:

T T
&E(T) +/ E1(s)ds < C&(0) + Ma/ Eo(s)ds
0 0
where M, denotes the norm in multiplier space

u — au: D(AY? = Lo (R, D(AY?)
u — du: D(AY? = Loo (R, H) (4.14)

By applying Lower Energy Theorem we obtain that there exist 7' > 0 such that
ET) < pi&1(0),p1 < 1

Since the dynamics is invariant with the respect to £ norm (generation of evolution), we conclude exponential
ays under the additional assumption that the norms in (4.14) are bounded.
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