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Abstract. In this paper, we introduce a new subclass of meromorphic functions and in-
vestigate inclusion relationships and properties of a certain class of meromorphically p-valent
functions, which are defined by means of the familiar operator involving the generalized hyper-
geometric function in the paper.

1 Introduction

Let X, denote the class of meromorphically multivalent functions f(z) of the form

f2) =274+ az"? (neN=123,.), (1.1)

n=1

which are analytic in the punctured open unit disk U* = {2 : 0 < |z| < 1} = U\{0}.
For functions f € X, given by (1.1) and g € X, given by

we define the Hadamard product (or convolution) of f and g by

(fx9)(2) =2P+ > anbpz""". (1.2)

n=1

Let f(z) and g(z) be analytic in U. We say that the function g(z) is subordinate to f(z),
if there exists a function w(z) analytic in U, with w(0) = 0 and |w(z)| < 1, and such that
g(z) = f(w(z)). In such a case, we write g(z) < f(z). If the function f is univalent in U, then
g(2) < f(z) if and only if g(0) = £(0) and ¢g(U) C f(U).

For complex parameters ai, ..., aq and i, ..., Bs (B # Zy = {0,—1,-2,..};j =1,...,5),
we now define the generalized hypergeometric function , Fs(av, ..., ag; B, ..., Bs; 2) as follows

01 B ) = 3 (S (e 2 (1.3)
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(g<s+1;q,s e Ng=NU{0};2 €U),

where (), is the Poehhammer symbol defined, in terms of the Gamma function, by

(N = F()\+n):{ 1,(n=0;AeC\{0}), (14)
r(\) AA+1D)...A+n—1),(neN; X e C).
Corresponding to a function h,(ay, ..., ag; Bi, ..., Bs; ), given by
hp(ty ooy g3 Brs ooy Bss 2) = 277 -y Fg(au, ooy g B1,y oy Bss 2),
we consider a linear operator
Hy(o,...,aq; B, .., B3 2) 1 Xy — X,
which is defined by the following Hadamard product (convolution):
Hy(ai,..,aq; By Bss 2) f(2) = hylau, ..., aqs Br, ., Bss 2) * f(2) (1.5)
(g<s+1;q,5s € Ng=NU{0};z € U¥),
so that, for a function f of form (1.1), we have
(s B S = 4 D %:: = Eg:)): e (1.6)
In order to make the notation simple, we write
HP*(ay) f(2) = Hy(un, oy g3 B, o0 53 2),
then one can easily verify from definition (1. 5) that
S(HE () £(2))' = oy HE* (0 + 1) £() = (a1 + p)HE* () £ (2). (1.7)

In recent years, Raina and Srivastava [1], and Aouf [2] obtained many interesting results
involving the linear operator H*(a). Especially ¢ =2, s = 1,1 = a, f = ¢, and ap = 1,
we obtain the following linear operator:

gp(a” c)f(z) = Hp(ala 1;51)f(2)7

which was introduced and studied by Liu and Srivastava [3], and was further studied in a sub-
sequent investigation by Srivastava [4]. Some interesting subclasses of analytic functions as-
sociated with the generalized hypergeometric function, were considered recently by Dziok and
Srivastava [5,6]. .

Throughout this paper, we assume that p, k € N, ¢, s € Ny, &), = exp(Z),

N
—

k(15 2) = P (HE () f)(e)z) = 277 +---(f €5,). (1.8)

e
<
Il
(=]

Let &2 denote the class of functions of the form:

p(Z) =1+ anznv

n=I
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which are analytic and convex in U and satisfy the following condition : 2(p(z)) > 0, (z € U).
Definition 1. A function f(z) € X, is said to be in the class .# (), o, ay; h), if it satisfies the

subordination condition
(1 + ) (HE* (1) f)'(2) + a(Hp* (a1 + 1) ) (2)]

Y . v — (1=
DI+ )7 (ar2) T af T (ar £ 12) =%

z(Hp*(a1)f)'(2)

P (ar:2) < h(z).

(1.9)

For simplicity, we write .Z (0, o, ay; h) = A (v, 13 h).

2 Some Lemmas

In order to prove our main results, we need the following lemmas.
Lemma 1 (see [7]). Let 3, € C. Suppose also that ¢(z) is convex and univalent in U with

$(0) = 1,R(Be(2) +7) > 0,(z € U).
If p(z) is analytic in U with p(0) = 1, then the following subordination:

zp'(2)
z2)+ ———— < ¢(2), (2 € U),
p(:) + 5o < 6. (2 € U)
implies that p(z) < ¢(z), (z € U).
Lemma 2 (see [8]). Let 3,y € C. Suppose that ¢(z) is convex and univalent in U with
¢(0) = 1,R(Bo(2) +7) > 0; (2 € V).
Also let
q(z) < ¢(2); (z € V).
If p(z) € & and satisfies the following subordination:
zp'(2)
Z2)+ ———— < o7),
p(z) Ba(z) +v ?(z)

then p(z) < ¢(z).
Lemma 3 Let f € .# (), o, 15 ¢(2)). Then

A1+ @) (@) ) (2) +alfinla + D' (2)] () f) (z)
T o) T(an2) + af (o + 1) (1 A)W =< (2).
@2.1)
Furthermore, if ¢(z) € & with
9‘{(%(% +2a1+p—pg(2)) >0, (a >0,z € 1)),

then ( . g( y
_z p,’,‘c a1; 2
pfg:]i(al;z) < ¢(Z)7 (Z € U)

Proof . By (1.8), we have

k—1
. 1 . .
aplaez) = gZa?’(HS’ (1) f)(ex2)
n=0

—j lkil n+j s n+j
- gkw%zsg IPHD () f)(p T 2)
n=0

—Jp £4,s

= &, fip(ar;2), (2.2)
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(j€{0717"',k—1}),

and -
(Foglon2)) = 3 >0V (HE (1)) (). 3)
§=0
Replacing a; by a; 4 1 in (2.2) and (2.3), respectively, we can get
oo + 1 elz) = 5/”1‘" (a1 +1;2),(j €{0,1,-- -,k —1}), (2.4)
and
(for(on + 152) Zska (HZ* () + 1) f) (e]2). 2.5)

From (2.2) to (2.5), we can get

2[(1+a)( pk(al)f)'( z) +a(fy (o + 1) 1) (2)]
pl(1+a)fyp(a;2) + afyp(ar +1;2)]

2(fpilen) ) (2)

—(1=2X) P (ar:2)

_ ISR a0 ) (o) () oo+ DI ] s e ER ) 1) G2)
kZ P+ )T (ar2) + afi(a + 1:2)] ) s
1 k= 7 )(Hq’s(al)f)’(sj )—|—a(H‘13(a1—|—1)f)’(8,iz)] Eiz(Hg’s(al)f)'(Eiz)
i 1-X d .
Z; R Forey v R U e

(2.6)
Moreover, since f € .# (), a, ay; h), it follows that

bl o)y o)V () +alfig*(on + D (ef2)) (el an) T ()

Pl(T+ ) [ (ariee) + affa(an + Lie)2) Plia(arel)

< ¢(2).

2.7)
By noting that ¢(z) is convex and univalent in U, we conclude from (2.6) and (2.7) that the
assertion (2.1) of Lemma 3 holds true.
Next, making use of the relationships (1.7) and (1.8), we have

k—
(=) + (@ +p)f(anz) = %Z HE* (e + 1)f)(e]2)
=0
= alfg’k(al—l—l;z). (2.8)
Let f € # (X, a,a1; ¢) and suppose that
g5 . /
v = - Va2 oy 29)

pfii(ea;z)
Then v (z) is analytic in U and ¢(0) = 1. It follows from (2.8) and (2.9) that

q,S + 1
a1 +p —pY(2) :O‘"I(?(lal)Z)' (2.10)
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By (2.9) and (19), we get
(o + 152) = *O%(Zi//(z) + o +p — pe(2)e(2) [ (o3 2), ( € U%). (2.11)

It now follows from (2.1) and (2.9)-(2.11) that

A0+ ) () ) (2) + alfpi o + 1)) (2)]
pl(1+a) frilen; 2) + afyi(on + 152)]

2(fy(en)f) (2)

-1=% pfin(a;2)

_ P+ a)y(2) (s 2) + Sp(av(2) + lon +p - p()lv(2) fpi(a2)
- p(1+a)fp(az) + Splan +p — p(2)] £ (a5 2) +(1=2)9(2)

(1+a)y(z) + 5 (29 (2) + [an +p — p(2)]9(2))

- (o) + &la T 200 HamE
— (= 2Y'(2) Nz
= ¥(2)+ YT T—p < ¢(2),(z € ). (2.12)
Since .
m(x(% +2a1 +p—pg(2)) >0, (a >0,z € 1)),

by means of (2.12) and Lemma 1, we find that

z( 5,’;?(041 ;2))

z) =— 5 < ¢(z), (2 € U).
¥(2) Pf;’;c(al;z) ¢(2), ( )
This completes the proof of Lemma 3 .

3 Main results

Theorem 1. Let ¢(z) € & with

R(5 (% 4200 +p — po(2))) > 0: (o> 032 € U),
Then A (X, o, 15 P(2)) C M (o, 15 0(2)).
Proof . Let f € .# (A, o, a1; ¢(2)) and suppose that

2(HE () f)' (2)
pfyp(ai;z)

q(z) = ; (2 €U). 3.1)

Then ¢(z) is analytic in U and ¢(0) = 1, It follows from (1.7) and (3.1) that

a(2) [0 (s 2) = %H,z’%al +1)f(2) + O”TTPHS’S(M)J”(Z)- (3.2)

Differentiating both sides of (3.2) with respect to z and using (3.1), we have

, 2(fo (s ) a2 P (e +1)f)(2)
2q'(2) + (a1 +p+ e Ja(z) = ) S (i) (3.3)
It now follows from (1.9),(2.9),(2.10),(3.1)and (3.3) that
_)\z[(l + a)(Hg’S(aly)f)’(z) + a(Hg’S(al +1)1)(2)] - )\)Z(Hg’s(al)f)’(z)

pl(1+ o) I (ars 2) + af I3 (o + 1: 2)] pfin(as2)
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p(1+ a)q(2)f (s 2) + Sp[2q (2) + [en +p — p¥(2)]a(2)] £ % (s 2)
pl(1+ o) fy (aus )] 2o +p = p(2)] f(ars 2)
(I+a)q(z) + & [2q ( ) + e +p = pip(2)]a(2)]

= rat gl TN

+ (1= N)g(2)

2q'(2)
= . 3.4
L Ve 5 B oY
Moreover, since
%(% + 201 +p = pg(2))) > 0;(a> 0,z € V).

by Lemma 3, we have

A(

2( gk( ;2))

W)= - pfin(ars2)
Thus, by (3.4) and Lemma 2, we find that
q(2) < ¢(2), (2 € V),
that is, that f € .# («, ay; ¢(2)). This implies that

< ¢(2),(z € V).

M\ o, a150(2)) C M (o, a1;0(2)).

The proof of Theorem 1 is completed.
Theorem 2. Let h € &2, and 0 < )\ < s,

1
R (2 + 201 +p - ph(2)) > 0,(a > 0,2 € 1)),
2

then
%(Az,a,al;h) C %(Al,a,al;h).

Proof . For f € .# (X, o, 15 h), we have
<11+ @) (HE ()Y (2) + a(Hg (e + 1)1 (2) AP O E)

_ ’ - —(1 =X
Tt ) fTan ) Fafi@ B T )
(3.5)
o (H*(01)1)'(2)
_ p"" oy z
Q(z) - P g),;(al;z) 7(2 € U)
By Theorem 1, we get
M (Mg, o015 h(2)) C oM (o, ar;h(2)).
Hence,
q(z) < h(z2),(z € U). (3.6)

Since 0 < % < 1, and since h(z) is convex univalent in U, we deduce from (3.5) and (3.6)
that
2[(1+ o) (HE* (1) f) (2) + a(Hq *(ar+1)f)(2)] 2(HE* (1) f)'(2)
—Al 7,8 - (1 - )\1) q,s .
pl(1+ @) fp(es 2) + affi(ar + 1:2)] pfyilai;z)
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o A ) () i+ 0] ) C)
Nl a) e s) +affi(an + 12)] Y (o z)
+ (l—i—;)q(z)-<h(z)7(zeU). 37

Thus f € .# (M, a, a1; h) and the proof of Theorem 2 is completed.
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