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Abstract. LetR ⊂ S andS ⊂ T be minimal ring extensions of (commutative)
rings. Necessary and sufficient conditions are given forR ⊂ T to satisfy FIP, that
is, to have only finitely many intermediate rings. These criteria are given in terms
of the kind of minimal ring extensions thatR ⊂ S andS ⊂ T are (that is, flat
epimorphism, inert, ramified or decomposed). Examples are given to illustrate all
the FIP possibilities and all the non-FIP possibilities. An application pays special
attention to ring extensions that have exactly one properly included intermediate
ring.

1 Introduction

This paper is a sequel to [12]. All rings considered below are commutative with
identity; all subrings, inclusions of rings, and ring/algebra homomorphisms are
unital. Recall that ifA ⊆ B is a ring extension, thenA ⊆ B is said to satisfy
FCP if each chain of rings contained betweenA andB is finite; and thatA ⊆ B
is said to satisfy FIP if there are only finitely many rings contained betweenA and
B. It is clear that FIP⇒ FCP, but the converse is false. WheneverA ⊂ B satisfies
FCP, one has a finite (maximal) chain of ringsA = A0 ⊂ . . . ⊂ Ai ⊂ Ai+1 ⊂
. . . ⊂ An = B for some positive integern, such thatAi ⊂ Ai+1 is a minimal ring
extension for alli = 0, . . . , n − 1. (As usual,⊂ denotes proper inclusion. Some
useful background on minimal ring extensions is given in the next paragraph.)
Not all such “compositions" of minimal ring extensions produce a ring extension
A ⊂ B that satisfies FCP. We focus on the casen = 2. Suppose thatR ⊂ S and
S ⊂ T are each minimal ring extensions. While [12] studied when the resulting
“composition"R ⊂ T satisfies FCP, this paper is devoted to a comprehensive study
of when that compositionR ⊂ T satisfies FIP.

Recall (cf. [13]) that a ring extensionA ⊂ B is a minimal ring extensionif
there does not exist a ring properly contained betweenA andB. A minimal ring
extensionA ⊂ B is either integrally closed (in the sense thatA is integrally closed
in B) or integral. IfA ⊂ B is a minimal ring extension, it follows from [13,
Théorème 2.2 (i) and Lemme 1.3] that there exists a unique maximal ideal M of
A (called thecrucial maximal idealof A ⊂ B) such that the canonical injective
ring homomorphismAM → BM (:= BA\M ) can be viewed as a minimal ring
extension while the canonical ring homomorphismAP → BP is an isomorphism
for all prime idealsP of A exceptM . A minimal ring extensionA ⊂ B is integrally
closed if and only ifA →֒ B is a flat epimorphism (in the category of commutative
rings). IfA ⊂ B is an integral minimal ring extension with crucial maximal ideal
M , there are three possibilities:A ⊂ B is said to be respectivelyinert, ramified,
or decomposedif B/MB (= B/M ) is isomorphic, as an algebra over the field
K := A/M , to a minimal field extension ofK, K[X ]/(X2), orK ×K. (As usual,
X will denote an indeterminate over the ambient base ring.)

Apart from illustrative examples and remarks, wefix notation so thatR ⊂ S
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andS ⊂ T are minimal ring extensions, with crucial maximal idealsM andN ,
respectively. Each of these could be of four types, namely, integrally closed, inert,
ramified, or decomposed. Our work will show that there are examples whereR ⊂
T satisfies FIP for each of the resulting 16 cases, but not all of these cases allow the
possibility thatR ⊂ T fails to satisfy FIP. Each time we obtain an answer for one
of the 16 cases, we follow that theoretical result with at least one remarkgiving
relevant examples whereR ⊂ T satisfies FIP and, if theoretically possible, where
R ⊂ T fails to satisfy FIP. This work is carried out in Sections 2 and 3. A summary
of that work is given in Theorem4.1. The rest of Section 4 pays special attention
to ring extensionsR ⊂ T that have exactly one ring properly contained between
R andT . (Apart from certain extensions of finite fields, only a couple of sporadic
examples of suchR ⊂ T seem to have occurred on the literature. For instance,
in the integrally closed case, one could takeR to be a two-dimensional valuation
domain with quotient fieldT ; and one has [15, Remarks 4.15 (a)] as an example in
the integral case.) Section 2 is short, as some of the work in [12] allows us to settle
matters when at least one ofR ⊂ S andS ⊂ T is integrally closed. Consequently,
the bulk of this paper is carried out in Section 3, which concerns the 9 cases where
bothR ⊂ S andS ⊂ T are integral (that is, either inert, ramified, or decomposed).

If D is a (commutative integral) domain, it will be convenient to letD′ denote
the integral closure ofD (in its quotient field). IfA is a ring, then Spec(A) (resp.,
Max(A)) denotes the set of prime (resp., maximal) ideals ofA. If E is a module
over a ringA, then thesupportof E is Supp(E) := SuppA(E) := {P ∈ Spec(A) |
EP (:= EA\P ) 6= 0}; MSuppA(E) := Max(A) ∩ Supp(E); and LA(E) denotes
the length of theA-moduleE. If A ⊆ B are rings, then+BA denotes the seminor-
malization ofA in B; and[A,B] denotes the set of intermediate rings (that is, the
set of ringsC such thatA ⊆ C ⊆ B). Also, as usual,Fq denotes the finite field of
cardinalityq. Any unexplained material is standard, as in [16], [18].

2 The essentially known cases

Theorem2.1summarizes from [12] that we know under which conditionsR ⊂ T
satisfies FIP, provided that at least one of the given minimal ring extensionsR ⊂ S
andS ⊂ T is integrally closed. Then Remark2.2 develops or collects relevant
examples exhibiting all the associated FIP or non-FIP possibilities.

Theorem 2.1.(a) Let R ⊂ S andS ⊂ T be minimal ring extensions such that
S ⊂ T is integrally closed. ThenR ⊂ T satisfies FIP.

(b) Let R ⊂ S andS ⊂ T be minimal ring extensions such thatR ⊂ S is
integrally closed andS ⊂ T is integral. LetM (resp.,N) be the crucial maximal
ideal ofR ⊂ S (resp.,S ⊂ T ). ThenR ⊂ T satisfies FIP if and only ifN∩R 6⊆ M .

Proof. (a) Let the data be as in (a). IfR ⊂ S is integrally closed (resp., integral),
then the assertion is contained in part (b) (resp., part (c)) of [12, Proposition 2.1].

(b) The assertion is contained in [12, Theorem 2.3].

Remark 2.2.(a) One case of Theorem2.1(a) states that if bothR ⊂ S andS ⊂ T
are integrally closed minimal ring extensions, thenR ⊂ T satisfies FIP. One way
to illustrate these hypotheses is to takeR to be a two-dimensional valuation domain
with (unique) height 1 prime idealP , setS := RP and takeT to be the quotient
field of R (cf. [18, Theorem 65; Exercise 29, page 43]). In fact, a characterization
of the general situation where bothR ⊂ S andS ⊂ T are integrally closed minimal
ring extensions is, locally, just a pullback of the example that we just gave.We next
give those details.

An integrally closed minimal ring extensionA ⊂ B is an example of a “normal
pair" (A,B), in the sense of [4]; that is, a ring extensionA ⊆ B such that each
C ∈ [A,B] is integrally closed inB. It happens that if bothR ⊂ S andS ⊂ T
are integrally closed minimal ring extensions, then(R, T ) is a normal pair, since a
“composition" of normal pairs is a normal pair [19, Theorem 5.6, Chapter I] (see
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also [8, Lemma 6.1]). Now, suppose that bothR ⊂ S andS ⊂ T are integrally
closed minimal ring extensions, with(R,M) quasilocal. Then by the pullback
characterization of normal pairs with a quasi-local base ring [8, Theorem 6.8],R
has a divided prime idealQ (that is,Q ∈ Spec(R) such thatQRQ = Q) such that
T = R/Q andD := R/Q is a valuation domain. Observe thatT/Q is the quotient
field ofD. Letϕ : T → T/Q be the canonical surjection. AsR ⊂ S andS ⊂ T are
both minimal ring extensions, it follows from a standard homomorphism theorem
(cf. [7, Lemma II.3]) thatD ⊂ S/Q andS/Q ⊂ T/Q are also both minimal ring
extensions (and conversely). Then, sinceD is a valuation domain with overring
S/Q and quotient fieldT/Q, it follows from the facts recalled above from [18] that
D must be two-dimensional, withS/Q the localization ofD at its height 1 prime
idealP (as in the above example). SinceR = ϕ−1(D) andS = ϕ−1(S/Q) =
ϕ−1(DP ), we have the pullbacksR = S ×DP

D andS = T ×T/Q DP . By
applying a fundamental gluing result [14, Theorem 1.4] to the latter pullback and
considering the order-theoretic upshot, we see thatS is quasi-local (as wereR and
T ).

Conversely, suppose that(R, T ) is a given normal pair withR quasi-local and
suppose one has a divided prime idealQ of R such thatT = R/Q andD :=
R/Q is a valuation domain. Once again, letϕ : T → T/Q be the canonical
surjection. Suppose thatD is two-dimensional with height 1 prime idealP . Put
S = ϕ−1(DP ). Then by the above reasoning, bothR ⊂ S andS ⊂ T are minimal
ring extensions. Moreover, using the well known behavior of integral closure in
pullbacks (cf. [14]), both of these extensions are integrally closed.

(b) Next, we give a simple example illustrating the case of Theorem2.1 (a)
whereR ⊂ S is integral (andS ⊂ T is integrally closed). LetX be an analytic
indeterminate overQ(

√
2), and setR := Q + XQ(

√
2)[[X ]], S := Q(

√
2)[[X ]]

andT := Q(
√

2)((X)). By the well-known description of the overrings and the
integral closure for the classicalD + M construction (as in [3, Theorem 2.1]),
we see that bothR ⊂ S andS ⊂ T are minimal ring extensions, withR ⊂ S
being integral andS ⊂ T being integrally closed. (Alternatively, one could use
[7, Lemma II.3] and [14] to conclude thatR ⊂ S inherits the property of being an
integral minimal ring extension fromQ ⊂ Q(

√
2), while S ⊂ T has the asserted

properties becauseS is a one-dimensional valuation domain with quotient fieldT .)
(c) To close the section, we give references that show that all the possibilities

suggested by the statement of Theorem2.1 (b) can actually occur. For an exam-
ple whereR ⊂ S is an integrally closed minimal ring extension and the integral
minimal ring extensionS ⊂ T is decomposed (resp., inert; resp., ramified) with
R ⊂ T not satisfying FIP, see Example 3.1 (resp., Example 3.2; resp., Example
3.3) of [12]. On the other hand, see [12, Corollary 4.2] for the corresponding ex-
amples whereR ⊂ T satisfies FIP (withR ⊂ S an integrally closed minimal ring
extension and the integral minimal ring extensionS ⊂ T being, as one wishes,
decomposed or inert or ramified).

3 The integral cases

We continue to assume thatR ⊂ S andS ⊂ T are minimal ring extensions and
to determine conditions under whichR ⊂ T satisfies FIP. Because of the material
in Section 2, we may assume henceforth that bothR ⊂ S andS ⊂ T are inte-
gral. Proposition3.1collects a number of useful facts, and Lemma3.2applies [8,
Theorem 5.18] to the present setting.

Proposition 3.1.Let R ⊂ S andS ⊂ T be integral minimal ring extensions, with
crucial maximal idealsM andN , respectively. Then:

(a) R ⊂ T satisfies FIP if and only ifRM ⊂ TM satisfies FIP.
(b) Suppose thatN ∩R 6= M . ThenR ⊂ T satisfies FIP.
(c) Suppose thatN ∩R = M . ThenRM ⊆ SM is a minimal ring extension of

the same type(that is, inert, ramified, or decomposed) asR ⊂ S and has crucial
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maximal idealMRM . Additionally, SM ⊆ TM is a minimal ring extension of the
same type asS ⊂ T and has crucial maximal idealNM (= NSM = NTM).

(d) PutP := N ∩ R. If P = M , then|[R, T ]| = |[RM , TM ]|. If P 6= M , then
|[R, T ]| = |[RM , TM ]| · |[RP , TP ]| ≥ 4.

Proof. (a), (b): By considering the chainR ⊂ S ⊂ T , we see via [8, Corollary 3.2]
that Supp(S/R) = {M,N ∩ R}. (By integrality, this set is also MSupp(S/R).)
In particular, Supp(S/R) is finite. Therefore, by [8, Proposition 3.7 (a)],R ⊂ T
satisfies FIP if and only if bothRM ⊂ TM andRN∩R ⊂ TN∩R satisfy FIP. Hence,
to prove (a), it is enough to show thatRN∩R ⊂ TN∩R satisfies FIP ifN ∩ R 6=
M . However, by a property of the crucial maximal idealM that was recalled in
the Introduction,N ∩ R 6= M implies thatRN∩R = SN∩R canonically, and so
RN∩R ⊂ TN∩R is simplySN∩R ⊂ TN∩R, which being a minimal ring extension
(cf. [13, Lemme 1.3]), certainly satisfies FIP. Finally, to prove (b), it remains only
to prove that ifN ∩ R 6= M , thenRM ⊂ TM satisfies FIP. However,N ∩ R 6= M
impliesSM = TM [8, Lemma 2.5], and so, as above,RM ⊂ TM is simply the
minimal ring extensionRM ⊂ SM (and hence satisfies FIP).

(c) The assertions concerningRM ⊂ SM were proved in [10, Proposition 4.6].
We next prove the assertions forSM ⊂ TM . First,SM ⊂ TM is a minimal ring
extension, thanks to [8, Lemma 2.5]. Of course, there are now three cases. Suppose
first thatS ⊂ T is inert; that is,S/N ⊂ T/N are fields. Localizing atR \M leads
(up to isomorphism) to the integral extensionSM/NM ⊂ TM/NM of domains.
Moreover, these are fields, as the going-up property of integral extensions (cf. [18,
Theorem 44]) ensures thatN is maximal with respect to being a prime ideal ofS
(resp.,T ) that is disjoint fromR \ M . Hence,SM ⊂ TM is inert. In addition, its
crucial maximal ideal isNM , sinceT being a finitely generatedS-module implies
that(SM : TM) = (S : T )R\M = NM .

The proof in caseS ⊂ T is decomposed (resp., ramified) follows from the
generator-and-relations characterization of decomposed (resp., ramified) minimal
ring extensions [11, Proposition 2.12]. Indeed, suppose that there existsq ∈ T \ S
such thatT = S[q] andNq ⊆ S, as well asq2 − q ∈ N (resp., as well asq2 ∈
S, q3 ∈ S). Thenq/1 ∈ TM \SM is such thatTM = SM [q/1] andNM (q/1) ⊆ SM ,
as well as(q/1)2 − q/1 ∈ NM (resp., as well as(q/1)2 ∈ SM , (q/1)3 ∈ SM ).

(d) The extensionR ⊂ T is clearly integral. Moreover, it satisfies FCP by [8,
Corollary 4.3] (which applies sinceR ⊂ S andS ⊂ T are each integral ring ex-
tensions that satisfy FCP). Also, recall from the proof of (a) that MSupp(S/R) =
{M,N ∩ R}. Therefore, an application of [8, Theorem 3.6 (b), (c)] gives the as-
serted expressions for|[R, T ]|. It remains only to prove that|[RM , TM ]|·|[RP , TP ]| ≥
4 if (N ∩ R =) P 6= M . Note that|[RM , TM ]| ≥ 2 sinceRM ⊂ SM is a mini-
mal ring extension. (We need make no comment aboutSM ⊆ TM here.) Thus, it
suffices to prove that|[RP , TP ]| ≥ 2. Recall from the proof of (a) thatRP = SP

canonically. Thus, we need only prove thatSP ⊂ TP . In fact, sinceRP = SP

canonically andR ⊂ S is integral, it follows easily thatN is the only prime ideal
of S that lies overP , and so an application of [8, Lemma 2.4 (b)] yields that
SP = SN canonically andTP = TN canonically. In other words, the canonical
ring homomorphismsSP → SN andTP → TN are each isomorphisms. Thus, the
ring extensionSP ⊆ TP can be identified withSN ⊆ TN , which is a minimal ring
extension (sinceN is the crucial maximal ideal ofS ⊂ T ), whenceSP ⊂ TP .

Lemma 3.2.Let (R,M) be a quasi-local ring, and letR ⊆ S andS ⊂ T be integral
minimal ring extensions. DefineJ := Rad(T ), A := R + J , C := (R : A), and
for eachi > 0,Mi := M + AM i, Ri := R+ AM i, and, ifR 6= A, M ′

i := Mi/C
andR′

i := Ri/C. ThenA = +
TR. Moreover, eitherR = A, or M = (R : A), or

there exists an integern > 1 such thatMn ⊆ (R : A) with Mn−1 6⊆ (R : A).
Furthermore,R ⊆ T has FIP if and only if(eitherR/M is finite or) whenR/M is
infinite, the following three properties hold:

(i) There existsγ ∈ T such thatT = A[γ] andγ is algebraic overA;
(ii) EitherR = A, or M = (R : A), or LR(Mi/Mi+1) = 1 for all 1 ≤ i ≤
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n− 1;
(iii ) If R 6= A, then there existsα ∈ A such thatA = R1[α] andα3 ∈ AM ,

and, withA′ := R1[α2] andA′′ := R + A′M , there existsβ ∈ A such thatA′ =
A′′[β] andβ3 ∈ A′M .

Proof. To indicate how the assertion is just a restatement of [8, Theorem 5.18]
adapted to the current hypotheses, one need only check thatR ⊂ T is an integral
extension that satisfies FCP. This checking has already been done: seethe proof of
Proposition3.1(d).

Among other things, Proposition3.3resolves 7 of the 9 cases that are before us
in this section.

Proposition 3.3.Let R ⊂ S andS ⊂ T be integral minimal ring extensions, with
crucial maximal idealsM andN , respectively. Then:

(a) Suppose that+TM
(RM) = RM and thatN ∩ R = M . ThenR ⊂ T satisfies

FIP if and only if eitherR/M is finite or there existsγ ∈ TM such thatTM =
RM [γ].

(b) Suppose that bothR ⊂ S andS ⊂ T are inert and thatN ∩ R = M . Then
+
TM

(RM) = RM , and soR ⊂ T satisfies FIP if and only if eitherR/M is finite or
there existsγ ∈ TM such thatTM = RM [γ].

(c) Suppose thatR ⊂ S is decomposed,S ⊂ T is inert, andN ∩R = M . Then
+
TM

(RM) = RM andR ⊂ T satisfies FIP.
(d) Suppose that bothR ⊂ S andS ⊂ T are decomposed and thatN ∩R = M .

Then+
TM

(RM) = RM andR ⊂ T satisfies FIP.
(e) Suppose thatR ⊂ S is inert,S ⊂ T is decomposed andN ∩R = M . Then

+
TM

(RM) = RM andR ⊂ T satisfies FIP.
(f) If R ⊂ S is ramified, thenS ⊆ +

TR.
(g) If R ⊂ S is ramified andS ⊂ T is decomposed, thenR ⊂ T satisfies FIP.
(h) If R ⊂ S is decomposed andS ⊂ T is ramified, thenR ⊂ T satisfies FIP.
(i) If R ⊂ S is ramified andS ⊂ T is inert, thenR ⊂ T satisfies FIP.

Proof. (a) By Proposition3.1 (a),R ⊂ T satisfies FIP if and only ifRM ⊂ TM

satisfies FIP. AsN ∩ R = M , Proposition3.1 (c) allows us to replace the tower
R ⊂ S ⊂ T of integral minimal ring extensions with the towerRM ⊂ SM ⊂ TM

of integral minimal ring extensions. Thus, without loss of generality,(R,M) is
quasi-local with+

TR = R, and our task is to prove thatR ⊂ T satisfies FIP if
and only if eitherR/M is finite or there existsγ ∈ T such thatT = R[γ]. In the
notation of Lemma3.2, A = +

TR = R, and so the assertion follows directly from
Lemma3.2.

(b) By Proposition3.1(c), the hypotheses imply thatRM ⊂ SM andSM ⊂ TM

are inert extensions, with crucial maximal idealsMRM andNSM , respectively.
However, by the INC property of integral ring extensions (cf. [18, Theorem 44]),
the facts thatM ∈ Spec(S) (owing toR ⊂ S being inert) andN ∩ R = M force
N = M , whenceNSM = MSM = MRM and so the Jacobson radical ofTM is
MRM . Therefore, by the first assertion in Lemma3.2, +TM

(RM) = RM+MRM =
RM . The final assertion follows at once from (a).

(c) Arguing as in the above proof of (a) and taking Proposition3.1 (c) into
account, we may assume that(R,M) is quasi-local. We claim that+TR = R. Since
R ⊂ S is decomposed,S has exactly two distinct maximal ideals, namely,N1 :=
N and (say)N2. Furthermore, theR-algebra homomorphismsR/M → S/Ni are
isomorphisms (fori = 1,2). As S ⊂ T is inert, there is a unique maximal ideal
(sayQ) of T that lies overN2 andN is the only prime (maximal) ideal ofT that
meetsS in N . If J denotes the Jacobson radical ofT , then it follows from the first
assertion in Lemma3.2that+TR = R+J = R+(Q∩N) ⊆ R+N ⊆ S. However,
+
TR 6= S sinceR ⊂ S is not subintegral (the point being that the canonical function
Spec(S) → Spec(R) is not an injection). Therefore, the minimality ofR ⊂ S
implies that+TR = R, as claimed. Therefore, by (a), we may assume thatR/M is
infinite.
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As the maximal ideals ofT are necessarily comaximal, the Chinese Remainder
Theorem yields thatT/M ∼= T/N × T/Q. SinceR ⊂ S is decomposed and
has crucial maximal idealM , we have thatR/M = S/N canonically. Hence,
R/M ⊂ T/N is identified withS/N ⊂ T/N , which is a minimal field extension
and hence satisfies FIP. On the other hand, sinceN2 is not the crucial maximal
ideal of S ⊂ T , we have the canonical identificationsSN2 = TN2 and, by [8,
Lemma 2.4 (b)],TN2 = TQ. Thus,SN2 = TQ. Equating residue fields, we get that
S/N2 = T/Q. Recall thatR/M = S/N2 canonically sinceR ⊂ S is decomposed.
The upshot is the identificationT/M = T/N ×T/Q = T/N ×R/M . We can now
use condition (4) in [8, Theorem III.5] to conclude thatR/M ⊂ T/M satisfies FIP
(sinceR/M ⊂ T/N identifies with the FIP extensionS/N ⊂ T/N andR/M ⊆
R/M = (R/M)[0] trivially satisfies FIP). Therefore, by [7, Proposition II.4],R ⊂
T also satisfies FIP.

(d) As in the proof of (c), we may assume that(R,M) is quasi-local, and we
will first prove that+TR = R. Also as in the proof of (c), the “decomposed" hypoth-
esis forR ⊂ S (in conjunction withN ∩ R = M ) gives that Max(S) = {N1, N2}
whereN1 = N 6= N2. SinceS ⊂ T is decomposed and has crucial maximal ideal
N , there are exactly three distinct maximal ideals ofT . Denote these maximal
ideals byP1 andP2 which each lie overN andQ which lies overN2. Also, note
thatP1 ∩ P2 = N sinceS ⊂ T is decomposed. Then, withJ once again denot-
ing the Jacobson radical ofT , we see from the first assertion in Lemma3.2 that
+
TR = R+J = R+(Q∩P1∩P2) = R+(Q∩S∩N) = R+(N2∩N) = R+M = R,
as desired. Therefore, by (a), we may assume thatR/M is infinite.

As the maximal ideals ofT are pairwise comaximal, the Chinese Remainder
Theorem yields thatT/M ∼= T/P1 × T/P2 × T/Q. Since the given minimal ring
extensions are decomposed, we have canonical identificationsR/M = S/Ni =
T/Pi (for i = 1,2) as(R/M)-algebras. Moreover, as in the proof of (c), we see that
the identificationsSN2 = TN2 = TQ lead toS/N2 = T/Q. Moreover, sinceR ⊂ S
is decomposed, we have thatR/M = S/N2 canonically, whenceR/M = T/Q.
The upshot is that as(R/M)-algebras,T/M ∼= R/M × R/M × R/M . It now
follows easily via condition (4) in [8, Theorem III.5] thatR/M ⊂ T/M satisfies
FIP. Hence, by [7, Proposition II.4],R ⊂ T satisfies FIP.

(e) As in the proof of (c), we may assume that(R,M) is quasi-local, and we will
first prove that+TR = R. As in the proof of (b), the “inert" hypothesis implies that
N = M , and the INC property ofR ⊂ S implies thatN is the unique maximal ideal
of S. Next, sinceS ⊂ T is decomposed and has crucial maximal idealN , there are
exactly two distinct maximal ideals ofT , sayQ1 andQ2; andQ1 ∩Q2 = N = M .
Then, withJ denoting the Jacobson radical ofT , the first assertion of Lemma3.2
yields that+TR = R+ J = R+ (Q1 ∩Q2) = R+M = R, as desired. Therefore,
by (a), we may assume thatR/M is infinite.

Since Max(T ) = {Q1, Q2}, T/M ∼= T/Q1 × T/Q2. AsS ⊂ T is decomposed
with crucial maximal idealN = M , we have canonical identificationsS/M =
T/Qi for i = 1,2. Hence,T/M ∼= S/M × S/M as (R/M)-algebras. By [7,
Proposition II.4], it suffices to prove thatR/M ⊂ S/M × S/M satisfies FIP. To
do so, we will use the following fact, which is of independent interest but seems to
have gone unnoticed in the literature. IfK is an infinite field andK ⊆ L is a field
extension that satisfies FIP, thenK →֒ L × L (given bya 7→ (a, a)) also satisfies
FIP. (Here is a quick proof of this fact. Since the fieldK is infinite, it follows from
condition (4) in [7, Theorem III.5] thatK →֒ B := K ×L×L satisfies FIP. Then,
applying [1, Proposition 3.3 (a)] to the idealI := K × {0} × {0}, we have that
K/(I ∩ K) ⊆ B/I satisfies FIP; that is,K ⊆ L × L satisfies FIP, as asserted.)
Applying this fact, withK := R/M andL := S/M completes the proof.

(f) The assertion follows becauseR ⊂ S is subintegral (as a consequence of its
being ramified) and+TR is the union of all the subintegral extensions ofR that are
contained inT .

(g) By Proposition3.1 (b), we may assume, without loss of generality, that
N ∩ R = M . Note that sinceS ⊂ T is decomposed, two distinct prime ideals of
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T lie overN . Hence, these prime ideals ofT each meetR in M . In particular,
R ⊂ T is not a subintegral extension, and so+

TR 6= T . As (f) now ensures that
S ⊆ +

TR ⊂ T , the minimality ofS ⊂ T yields that+TR = S. According to [8,
Theorem 5.9], it suffices to show that each of the extensionsR ⊆ +

TR, +
TR ⊆ t

TR,
and t

TR ⊆ T satisfies FIP. (As usual,tTR denotes the t-closure ofR in T .) The
first of these conditions holds becauseR ⊆ +

TR = S is a minimal ring extension.
The final two conditions also hold because of the minimality ofS ⊂ T , ast

TR is
constrained to be eitherS or T .

(h) By [8, Lemma 2.8], the hypotheses yield the existence of some (uniquely
determined)S∗ ∈ [R, T ] such thatR ⊂ S∗ is ramified andS∗ ⊂ T is decomposed.
Hence an application of (g) completes the proof of (h). (For the sake ofa later
application, we note also that [8, Lemma 2.8] gives that|[R, T ]| = 4.)

(i) Once again, Proposition3.1(b) allows us to assume thatN ∩R = M . Also,
by (f),S ⊆ +

TR. It suffices to prove that+TR 6= T , for one can then repeat the second
half of the proof of (g). Hence, it is enough to show thatR ⊂ T is not subintegral.
To that end, note that the “inert" hypothesis ensures thatN ∈ Max(T ). As N lies
overM , it will be enough to prove that the canonical injective ring homomorphism
f : R/M → T/N is not surjective. In fact, using the canonical isomorphism
R/M → (R+N)/N , we see that the image off is (R+N)/N ⊆ S/N ⊂ T/N ,
to complete the proof.

Among the various parts of the next remark, the reader will find illustrations of
the “FIP" assertions in Proposition3.3.

Remark 3.4.(a) We begin by illustrating Proposition3.1 (b) by giving an exam-
ple of inert (integral minimal ring) extensions,R ⊂ S andS ⊂ T , with crucial
maximal idealsM andN respectively, such thatN ∩ R 6= M . TakeK ⊂ L to be
any minimal field extension. PutR := K × K, S := K × L, andT := L × L.
Note thatM := (R : S) = K × {0} andN := (S : T ) = {0} × L. Then
R/M ⊆ S/M can be identified with{0} ×K ⊂ {0} × L and, hence, withK ⊂ L.
Therefore,R ⊂ S is an inert extension having crucial maximal idealM . Similarly,
S ⊂ T is an inert extension having crucial maximal idealN , sinceS/N ⊆ T/N
can be identified withK × {0} ⊂ L × {0} and, hence, withK ⊂ L. Also,
N ∩ R = {0} × K 6⊆ K × {0} = M . Hence, by parts (b) and (d) of Proposi-
tion 3.1, R ⊂ T satisfies FIP and|[R, T ]| ≥ 4. In fact, this second assertion is
sharp since the present data satisfy|[R, T ]| = 4, with [R, T ] = {R,S, T, L×K}.

(b) Suppose that we are in the situation of Proposition3.3 (b), namely, where
bothR ⊂ S andS ⊂ T are inert extensions and their crucial maximal ideals satisfy
N ∩ R = M . Then the assertion in Proposition3.3 (b) (likewise, the assertion in
Proposition3.3 (a)) is best possible. Indeed, examples exist showing that such
R ⊂ T can satisfy (resp., need not satisfy) FIP. The most accessible suchexamples
come from field theory, thanks to the following version of the Primitive Element
Theorem: ifK ⊆ L is a finite-dimensional field extension (in the sense that[L :
K] < ∞), then there existsγ ∈ L such thatL = K(γ) (= K[γ]) if and only if
K ⊆ L satisfies FIP. TakeR ⊂ S ⊂ T to be a chain of fieldsK ⊂ F ⊂ L such that
bothK ⊂ F andF ⊂ L are minimal (hence, finite-dimensional) field extensions.
In other words, bothK ⊂ F andF ⊂ L are field extensions that are inert (integral
minimal ring) extensions. These extensions each have the crucial maximal ideal
{0}, and so the “N ∩ R = M " condition is also satisfied. Now, if we specialize
to the situation whereK has characteristic 0 (more generally, whereK is a perfect
field), classical field theory provides an elementγ ∈ L such thatL = K(γ), and
soK ⊂ L (that is,R ⊂ T ) satisfies FIP. Perhaps, the simplest example of this is
provided by takingK ⊂ F ⊂ L to beQ ⊂ Q(

√
2) ⊂ Q(

√
2,
√

3). However, one
can take the chain of fieldsK ⊂ F ⊂ L to be such thatK ⊂ L (that is,R ⊂ T ) does
not satisfy FIP. Perhaps the best known classical example of this occurs by letting
X andY be (commuting algebraically independent) indeterminates over the finite
field Fp and then taking the chainK ⊂ F ⊂ L to beFp(Xp, Y p) ⊂ Fp(Xp, Y ) ⊂
Fp(X,Y ).
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Each explicit example in the preceding paragraph was such that the (residue
field of the) fieldR was infinite. However, the statement of Proposition3.1 (b)
allows R/M to be finite, in which case (given the other ambient assumptions),
R ⊂ T satisfies FIP. To illustrate this possibility, it suffices to take the above chain
K ⊂ F ⊂ L of minimal field extensions to consist of finite fields (that is, takeK
to be a finite field). According to the classical Galois Theory of finite fields, this
occurs precisely when there exist prime numbersp, p1, p2 and a positive integern
such thatR = K = Fpn , S = F = Fpnp1 , andT = L = Fpnp1p2 . The classical
theory also gives the following facts (which suggest a theme that will be pursued
in Section 4). Ifp1 = p2, then|[R, T ]| = 3, but if p1 6= p2, then|[R, T ]| = 4. In
particular, taking the chainK ⊂ F ⊂ L to beF2 ⊂ F4 ⊂ F16 leads to|[R, T ]| = 3.

Ring-theorists should not dismiss the preceding paragraph (or the one before
it) as field-theoretic ephemera. To see this, letk be a field that is the “top part" of
a chain of minimal field extensionsF1 ⊂ F2 ⊂ k. Then let 1≤ d ≤ ∞ and take
(V,M) to be ad-dimensional valuation domain of the formV = k + M . Then
A := F1 +M ⊂ B := F2+M ⊂ C := k+M is a chain of inert (integral minimal
ring) extensions, each of which has crucial maximal idealM , with A,B,C each
beingd-dimensional domains. Moreover,|[A,C]| = |[F1, k]| since the assignment
E 7→ E +M gives a bijection[A,C] → [F1, k]. (These assertions all follow easily
from the well known description of the overrings of a classicalD+M construction
[3, Theorem 3.1].) Thus, by takingF1 ⊂ F2 ⊂ k to be a suitable chain of finite
fields as in the preceding paragraph, we getd-dimensional domains forming a chain
A ⊂ B ⊂ C of inert extensions where|[A,C]| is either 3 or 4 (and each of these
values can be arranged).

(c) Next, we will illustrate Proposition3.3 (c) by giving an example of a de-
composed extensionR ⊂ S and an inert extensionS ⊂ T , with crucial maximal
idealsM andN respectively, such thatN ∩ R = M andR ⊂ T satisfies FIP.
To that end, takeR := K to be a field that has a minimal field extensionL. Put
S := K ×K andT := K × L. Of course,R ⊂ S is a decomposed extension with
crucial maximal idealM := {0}. To see thatS ⊂ T is an inert extension with
crucial maximal idealN := (S : T ) = K × {0}, observe thatN ∈ Max(T ) and
the extensionS/N ⊂ T/N can be identified with{0}×K ⊂ {0}×L, that is, with
K ⊂ L. Of course,N ∩ R = M . It follows from Proposition3.3 (c) thatR ⊂ T
satisfies FIP. One can also show this directly, by applying [7, Theorem III.5], as
follows: if K is finite (resp., infinite), use its condition (1), bearing in mind that
[L : K] < ∞ (resp., condition (4), bearing in mind thatK = K[0]).

(d) We will illustrate Proposition3.3 (d) by giving an example of decomposed
extensionsR ⊂ S andS ⊂ T , with crucial maximal idealsM andN respectively,
such thatN ∩R = M andR ⊂ T satisfies FIP. LetK be a field, and putR := K,
S := K×K, andT := K×K×K, with S →֒ T via (a, b) 7→ (a, a, b). By arguing
as in the proof of (c), we are left only with showing thatS ⊂ T is a decomposed
extension having crucial maximal idealN := (S : T ) = {0} × K ∈ Spec(S)
(which is identified with{0} × {0} × K ⊂ T ). In fact, S/N ⊆ T/N can be
identified withK × {0} ⊂ K ×K × {0} , that is withK ⊂ K ×K, which, being
a minimal ring extension, certainly satisfies FIP.

(e) We will illustrate Proposition3.3 (e) by giving an example of an inert ex-
tensionR ⊂ S and a decomposed extensionS ⊂ T , with crucial maximal ideals
M andN respectively, such thatN ∩ R = M andR ⊂ T satisfies FIP. First, re-
call the following fact which was proved in Proposition3.3(e). If K is an infinite
field andK ⊆ L is a field extension that satisfies FIP, thenK →֒ L × L (given by
a 7→ (a, a)) also satisfies FIP. Now, takeR := K to be an infinite field that has a
minimal field extensionS := L. PutT := L × L. ThenR ⊂ S is inert,S ⊂ T is
decomposed, the crucial maximal ideals trivially satisfyN ∩ R = M , andR ⊂ T
satisfies FIP by virtue of the above-noted fact. (As an interesting sideline,we also
note via Proposition3.3(e) that there existsγ ∈ L× L such thatK[γ] = L× L.)

(f) Next, we will illustrate Proposition3.3 (g) by giving an example of a ram-
ified extensionR ⊂ S and a decomposed extensionS ⊂ T , with crucial maximal
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idealsM andN respectively, such thatN ∩ R = M (and, necessarily,R ⊂ T
satisfies FIP). LetK be a finite field, and putR := K, S := K[X ]/(X2), and
T := K[X ]/(X2) ×K, with S →֒ T via (a+ bx) 7→ (a+ bx, a), wherea, b ∈ K
andx := X + (X2) satisfiesx 6= 0 = x2. Of course,R ⊂ S is ramified, with cru-
cial maximal idealM := {0}. AsN := (S : T ) = Sx = Kx satisfiesN ∩R = M ,
it remains only to observe thatS/N ⊂ T/N can be identified withK ⊂ K ×K.
While Proposition3.3 (g) ensures thatR ⊂ T satisfies FIP, this conclusion also
follows directly via condition (1) in [7, Theorem III.5].

(g) We will illustrate Proposition3.3(h) by giving an example of a decomposed
extensionR ⊂ S and a ramified extensionS ⊂ T , with crucial maximal idealsM
andN respectively, such thatN ∩ R = M (and, necessarily,R ⊂ T satisfies FIP).
LetK be a finite field, and putR := K, S := K ×K, andT := K[X ]/(X2)×K.
Of course,R ⊂ S is decomposed, with crucial maximal idealM := {0}. As
N := (S : T ) = {0} × K, it remains only to observe thatS/N ⊂ T/N can be
identified withK ⊂ K[X ]/(X2). While Proposition3.3 (g) ensures thatR ⊂ T
satisfies FIP, this conclusion also follows directly via condition (1) in [7, Theorem
III.5].

(h) Finally, we will illustrate Proposition3.3 (i) by giving an example of a
ramified extensionR ⊂ S and an inert extensionS ⊂ T , with crucial maximal
idealsM andN respectively, such thatN ∩ R = M (and, necessarily,R ⊂ T
satisfies FIP). LetK be a finite field. Then there exists a fieldL such thatK ⊂ L
and [L : K] = 2. PutT := L[X ]/(X2) = L ⊕ Lx, wherex := X + (X2) ∈ T
with x 6= 0 = x2. Then define the ringsR := K ⊕Kx andS := K ⊕Lx. Observe
that R ⊂ S ⊂ T , with M := (R : S) = Kx andN := (S : T ) = Lx. In
particular,N ∩R = M . It is easy to see thatS ⊂ T is inert having crucial maximal
idealN , sinceN ∈ Max(S)∩ Max(T ) andS/N ⊂ T/N can be identified with the
(minimal) field extensionK ⊂ L. It remains only to prove thatR ⊂ S is ramified.
We will do this somewhat indirectly, by proving thatR ⊂ S is an integral minimal
ring extension which is neither decomposed nor inert (and, hence, by the process
of elimination, must be ramified).

To prove thatR ⊂ S is a minimal ring extension, we will show that ifA is any
ring such thatR ⊆ A ⊂ S, thenA = R. Consider the setV := {u ∈ L | ux ∈ A}.
It is easy to see thatK ⊆ V ⊆ L, thatV is aK-vector subspace ofL, and that
A = K+V x. Note thatV ⊂ L (for, otherwise,V = L, whenceA = K+Lx = S,
a contradiction). As dimK(L) = [L : K] = 2 andV 6= L, it must be thatV = K.
ThenA = K + Kx = R, as desired. This proves thatR ⊂ S is a minimal
ring extension. Moreover, this extension is integral, sinceS is generated as an
R-algebra by the (nilpotent, hence integral) elements inLx.

By the lying-over property of integral extensions (cf. [18, Theorem 44]),S has
only only one maximal ideal, since the quasi-local ringT is integral overS. There-
fore,R ⊂ S cannot be a decomposed extension. It is also not an inert extension,
sinceM 6∈ Max(S), the point being thatM = Kx is properly contained in the
proper idealLx of S. This completes the proof thatR ⊂ T is ramified and that the
data have all the asserted properties. Incidentally, we observe that, whileProposi-
tion 3.3 (g) ensures thatR ⊂ T satisfies FIP, this conclusion also follows directly
via condition (1) in [7, Theorem III.5], asT = L+ Lx is finite(-dimensional as a
vector space overK).

The two remaining cases for (type ofR ⊂ S, type ofS ⊂ T ) are (inert, ram-
ified) and (ramified, ramified), each under the assumption thatN ∩ R = M . Re-
markably, both of these cases can be illustrated by examples whereR ⊂ T satisfies
FIP and by other examples whereR ⊂ T fails to satisfy FIP. Those examples sat-
isfying FIP (resp., non-FIP) are collected below in Remark3.6 (resp., Example
3.7). First, in keeping with a promise made in the Introduction, Proposition3.5
gives necessary and sufficient conditions for each of the contexts (that is, (inert,
ramified) and (ramified, ramified)) to allowR ⊂ T to satisfy FIP. Given the na-
ture of the examples in Remark3.6 and Example3.7 (especially the complicated
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construction of the first example in Example3.7(b)), it may not be surprising that
the formulations in Proposition3.5are somewhat cumbersome, lacking the signif-
icantly more succinct nature of the statements for the other 7 cases in Proposition
3.3.

Proposition 3.5.(a) Let R ⊂ S ⊂ T be rings such thatR ⊂ S is an inert(integral
minimal ring) extension with crucial maximal idealM , S ⊂ T is a ramified
(integral minimal ring) extension with crucial maximal idealN , andN ∩R = M .
DefineJ := Rad(TM), A := RM + J , and for eachi > 0, Mi := MM + AM i,
Ri := RM +AM i, M ′

i := Mi/MM andR′
i := Ri/MM . ThenA = +

TM
(RM). Fur-

thermore,R ⊆ T has FIP if and only if(eitherR/M is finite or) whenR/M
is infinite, the following two properties hold: there existsγ ∈ TM such that
TM = AM [γ]; and there existsα ∈ A such thatA = R1[α] andα3 ∈ AM , and,
with A′ := R1[α2] andA′′ := RM+A′M , there existsβ ∈ A such thatA′ = A′′[β]
andβ3 ∈ A′M .

(b) Let R ⊂ S ⊂ T be rings such thatR ⊂ S andS ⊂ T are each ramified
(integral minimal ring) extensions, whose respective crucial maximal idealsM and
N satisfyN ∩ R = M . DefineJ := Rad(TM), A := RM + J , C := (RM : A),
and for eachi > 0, Mi := MM + AM i, Ri := RM + AM i, M ′

i := Mi/C and
R′

i := Ri/C. ThenA = +
TM

(RM). Moreover, eitherMM = (RM : A) or there
exists an integern > 1 such thatMn

M ⊆ (RM : A) with Mn−1
M 6⊆ (RM : A).

Furthermore,R ⊆ T has FIP if and only if(eitherR/M is finite or) whenR/M is
infinite, the following three properties hold: there existsγ ∈ TM such thatTM =
AM [γ]; eitherMM = (RM : A) or LRM

(Mi/Mi+1) = 1 for all 1≤ i ≤ n− 1; and
there existsα ∈ A such thatA = R1[α] andα3 ∈ AM , and, withA′ := R1[α2] and
A′′ := RM +A′M , there existsβ ∈ T such thatA′ = A′′[β] andβ3 ∈ A′M .

Proof. By parts (a) and (b) of Proposition3.1, we may assume that(R,M) is
quasi-local. The assertions are direct applications of Lemma3.2, whose notation
we use freely here, once we prove in part (a) (resp., in part (b)) that (R : A) = M
(resp., thatA = T ).

(a) Since(R,M) is quasi-local andR ⊂ S is inert, the usual argument involving
INC shows that(S,M) is quasi-local. In particular,N = M . AsS ⊂ T is ramified,
T is quasi-local and its unique maximal idealM ′ satisfies(M ′)2 ⊆ M ⊂ M ′. The
Jacobson radical ofT is thenJ = M ′, and soA = R+J = R+M ′. It follows that
A 6= R, sinceM ⊂ M ′ (in conjunction withM ′ ∩ R = M ) ensures thatM ′ 6⊆ R.
Also, sinceA 6= R, we see that(R : A) = M (sinceMM ′ ⊆ (M ′)2 ⊆ M ⊂ R).
Then the assertion follows from Lemma3.2, noticing that condition (ii) has been
verified.

(b) Since bothR ⊂ S andS ⊂ T are subintegral, so isR ⊂ T . It follows that
A = +

TR = T . Then the assertion follows from Lemma3.2.

We next collect the two remaining examples that satisfy FIP.

Remark 3.6.(a) It is easy to construct an example of ringsR ⊂ S ⊂ T such that
R ⊂ S is inert,S ⊂ T is ramified (resp., decomposed; resp., inert), the crucial
maximal ideals satisfyN ∩ M = R, andR ⊂ T satisfies FIP. Indeed, letK ⊂ L
be a minimal (field) extension of finite fields, and takeR := K, S := L, and
T := L[X ]/(X2) (resp.,L × L; resp., a minimal field extension of the finite field
L). The first several assertions are clear, and the “FIP" assertion follows directly
from condition (1) in [7, Theorem III.5] since dimK(T ) < ∞.

(b) It is harder to construct a chain of ramified (integral minimal ring) exten-
sionsR ⊂ S ⊂ T such that the crucial maximal ideals satisfyN ∩ M = R and
R ⊂ T satisfies FIP, but we do so next. LetK be a field. PutR := K and
S := K[X ]/(X2) = K[x] = K+Kx, wherex := X+(X2) satisfiesx 6= 0 = x2.
Of course,R ⊂ S is ramified, with crucial maximal idealM := {0}. Let Y be an
indeterminate overS, and putT := S[Y ]/(Y 3, Y 2 − x). Observe thatT = K[y],
wherey := Y + (Y 3, Y 2 − x) satisfiesy3 = 0 andy2 = x. It is important to verify
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thatS →֒ T ; that is, the canonicalR-algebra homomorphismS → T is an injec-
tion. This comes down to showing that ifa, b ∈ K with a+bx ∈ (Y 3, Y 2−x)S[Y ],
thena = 0 = b. Applying theS-algebra homomorphism that sendsY to 0, we get
thata+ bx ∈ xS = Kx, whencea = 0. Thenbx ∈ (Y 3, Y 2 − x)S[Y ] leads easily
to b = 0, as desired, and so we can viewS ⊆ T . Similar reasoning allows us to
conclude thatY 6∈ K+(Y 3, Y 2−x)S[Y ] andY 2 6∈ K+KY +(Y 3, Y 2−x)S[Y ].
Thus, as aK-vector space,T = K⊕Ky⊕Ky2 = K⊕Kx⊕Ky = S⊕Ky; and the
multiplication among generators satisfiesx2 = 0, y2 = x andy3 = yx = 0. It is
now easy to check thatN := (S : T ) = y2S = y2K = xK. Clearly,N ∩ R = M .
To show thatS ⊂ T is ramified with crucial maximal idealN , it is enough to
prove that (K ∼= S/N ⊂) T/N ∼= K[W ]/(W 2) for some indeterminateW . In
fact, this holds sinceT/N = K[y]/y2K = K ⊕Kz, wherez := y + y2K satisfies
0 6= z = z2. It remains only to prove thatR ⊂ T satisfies FIP. IfK is finite (resp.,
infinite) this follows from condition (1) (resp., condition (3)) in [7, Theorem III.5].

We come now to somewhat more intricately constructed examples. They show
that FIP can fail to be satisfied in each of the two contexts that (for the moment)
remain open before us.

Example 3.7.(a) There exists a chain of ringsR ⊂ S ⊂ T such thatR ⊂ S
is an inert(integral minimal ring) extension andS ⊂ T is a ramified(integral
minimal ring) extension, whose respective crucial maximal idealsM andN satisfy
N ∩R = M , andR ⊂ T does not satisfy FIP.

(b) There exists a chain of ringsR ⊂ S ⊂ T such thatR ⊂ S and S ⊂
T are each ramified(integral minimal ring) extensions, whose respective crucial
maximal idealsM andN satisfyN ∩R = M , andR ⊂ T does not satisfy FIP.

Proof. (a) LetK be an infinite field andK ⊂ L a minimal field extension. Take
R := K, S := L, andT := L[X ]/(X2). Of course,R ⊂ S is inert, with crucial
maximal idealM := {0}; andS ⊂ T is ramified, whose crucial maximal ideal
N := {0} trivially satisfiesN ∩ R = M . By inspecting the conditions (especially
condition (3)) in [7, Theorem III.5] (and bearing in mind thatT is quasi-local), we
see that the conclusion thatR ⊂ T fails to satisfy FIP is equivalent to the assertion
that there does not exist an elementα ∈ T such thatT = K[α] andα3 = 0.
Suppose, on the contrary, that suchα exists. We can writeα = a + bx for some
a, b ∈ K. As α3 = a3 + 3a2bx, the condition thatα3 = 0 is equivalent toa = 0.
ThenT = K[bx] ⊃ K implies thatb 6= 0, and soS = K[x] = K[bx] = T , the
desired contradiction.

(b) We offer two different constructions that each prove (b). The first of these
slightly modifies the construction from Remark3.6(b). LetK be an infinite field.
PutR := K andS := K[X ]/(X2) = K[x] = K + Kx, wherex := X + (X2)
satisfiesx 6= 0 = x2. Of course,R ⊂ S is ramified, with crucial maximal ideal
M := {0}. Let Y be an indeterminate overS, and (this is where the construc-
tion deviates from the earlier one) putT := S[Y ]/(Y 2, xY ). It is important to
notice thatS →֒ T (that is, the canonicalR-algebra homomorphismS → T is an
injection): this holds sincea, b ∈ K with a + bx ∈ (Y 2, xY ) easily implies that
0 = a = b. Observe thaty := Y + (Y 2, xY ) satisfies 0= y2 = xy. Additively, we
have thatT = S⊕Sy = K+Kx+Ky. We claim that this last sum is a direct sum:
as aK-vector space,T = K ⊕Kx⊕Ky. To prove this claim, it suffices to verify
thatY 6∈ K +Kx+(Y 2, xY ), and this can be done as in the proof of Example3.6
(b) by using suitable substitutions (in this case,Y 7→ 0) and analyzing appropriate
coefficients (in this case, the coefficient ofY , noticing also that 16∈ xS). It fol-
lows that dimK(T ) = 3. Notice that the multiplication among generators satisfies
0 = x2 = y2 = xy. Next, considerN := (S : T ) = Kx. ThenS/N ⊂ T/N can
be identified withK ⊂ (K +Kx+Ky)/(Kx) ∼= K +Kz, wherez := y +Kx
satisfiesz 6= 0 = z2. Consequently,S ⊂ T is a ramified extension with crucial
maximal idealN ; and of course,N ∩R = M . It remains to prove thatR ⊂ T does
not satisfy FIP.
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Although T need not be quasi-local, we claim thatT cannot take the form
K[α]×K2 × · · · ×Kn for some elementα such thatα3 = 0, some integern ≥ 2,
and some fieldsKj such thatK ⊆ Kj satisfies FIP for eachj. Indeed, if one had
such a description, thenT would be semi-quasi-local, whereas the infinitely many
maximal ideals ofS[Y ] that containY lead to infinitely many maximal ideals of
S[Y ]/(Y 2, xY ) = T (cf. [18, page 25]), the desired contradiction, thus proving
the claim. Therefore, ifR ⊂ T satisfies FIP, it follows from [7, Theorem III.5] that
T = K[γ] for some elementγ ∈ T such thatγ3 = 0. To complete the proof, we
need only show that the existence of suchγ leads to a contradiction.

Assume thatT = K[γ]. SinceT = K +Kx+Ky, γ = c+ ax+ by for some
a, b, c ∈ K. Thenδ := γ − c = ax + by ∈ Kx + Ky satisfiesK[δ] = T . We
have thatδ2 = a2x2 + 2abxy + b2y2 = 0 since 0= x2 = xy = y2. It follows
thatT = K[δ] = K +Kδ, whence dimK(T ) ≤ 2, the desired contradiction (as we
showed above that dimK(T ) = 3).

We next indicate a second construction to prove (b). It depends on some recent
work of G. Picavet and M. Picavet-L’Hermitte involving idealizations. Onceagain,
we takeR := K to be an infinite field. LetV be a two-dimensionalK-vector
space and fix a one-dimensionalK-subspaceW of V . Consider the idealizations
S := R(+)W andT := R(+)V . Note that [6, Remark 2.9] ensures thatR ⊂ S is a
minimal ring extension sinceW is a simpleK-module (that is, a one-dimensional
vector space overK); and thatR ⊂ T does not satisfy FIP becauseW has infinitely
manyR-submodules (that is,K-subspaces). However, by [20, Lemma 2.1], both
R ⊂ S andR ⊂ T are subintegral extensions. In particular,R ⊂ S is ramified.
To complete the verification of this example, it remains only to show thatS ⊂ T
is ramified. To that end, first note thatS ⊂ T is a minimal ring extension, by [20,
Proposition 2.8 (3)], which applies becauseV/W has only finitely many (in fact,
two) K-submodules. Next, note thatS ⊂ T is integral, sinceT is generated as
anS-algebra by the (nilpotent, hence integral) elements in{0}(+)V . Hence, we
need only prove thatS ⊂ T is neither inert nor decomposed. This, in turn, follows
from the fact thatT is a quasi-local ring whose maximal ideal{0}(+)V properly
contains(S : T ) = {0}(+)W , which is the unique maximal ideal ofS.

Next, we assess the current state of our program and offer an opinion, buttressed
by an example, predicting what may be found by anyone who takes this program
“one step further."

Remark 3.8.(a) We have now effectively determined which maximal chains of
rings of the formR ⊂ S ⊂ T lead toR ⊂ T satisfying FIP. Because of the
following example, anyone who would take this program “one step further" may
expect to find relatively more non-FIP behavior. LetX be an analytic indeterminate
over a fieldk. For each positive integeri, the extensionA := k + X i+1k[[X ]] ⊂
B := k +X ik[[X ]] is a ramified (integral minimal ring) extension. (Indeed,I :=
X i+1k[[X ]] = (A : B) and the extensionA/I ⊂ B/I can be identified with
k ⊂ k[Y ]/(Y 2), whereY := X i + I is an indeterminate overk.) Consider the
tower

k +X4k[[X ]] ⊂ k +X3k[[X ]] ⊂ k +X2k[[X ]] ⊂ k +X1k[[X ]] = k[[X ]]

of ramified extensions. Now, suppose further that the fieldk is infinite. Then
C := k + X4k[[X ]] ⊂ D := k[[X ]] does not satisfy FIP. To see this, consider
J := (C : D) = X4k[[X ]]. It is enough to show thatC := C/J ⊂ D := D/J
does not satisfy FIP (cf. [7, Proposition II.4]). Note thatD = C[x], wherex :=
X + J ∈ D is a nilpotent element of nilpotency index 4. AsC ∼= k, an application
of [1, Lemma 3.6 (a)] therefore shows thatC ⊂ D does not satisfy FIP, as desired.
We believe that the relative ease with which this example has been built standsin
contrast to the comparative difficulty of building the first (and possibly even the
second) example in Example3.7(b).

(b) The example in (a) should also be contrasted with the following example.
Assume now that the (not necessarily infinite) fieldk has characteristic 2; andX
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still denotes an analytic indeterminate overk. Consider the tower

R := k +X2k +X4k[[X ]] ⊂ S := k +X2k[[X ]] ⊂ T := k[[X ]].

Reasoning as in (a), one checks easily thatR ⊂ S (resp.,S ⊂ T ) is a ramified
integral minimal ring extension with crucial maximal idealM := X2k+X4k[[X ]]
(resp.,N := X2k[[X ]]). We claim thatR ⊂ T satisfies FIP. One way to show this
is to apply Lemma3.2. Note thatM is the unique maximal ideal ofR and that
(R : T ) = X4k[[X ]] = M2, whileM 6⊆ (R : T ). Also,+TR = A = R+N = T (as
we continue to use the notation from Lemma3.2here). Hence,n = 1. If k is finite,
the claim follows from Lemma3.2. If k is infinite, the claim follows from Lemma
3.2, in conjunction with the following observations: (i) holds withγ := 0; (ii)
holds vacuously sincen = 1; sinceA1 = S (andA2 = R), we can takeα := X ;
and then sinceA′ = S[X2] = S andA′′ = R + SM = R, we can satisfy (iii) by
takingβ := X3.

To close this section, we give a result that serves to somewhat balance the thrust
of Remark3.8 (a). Recall that ifB is a (commutative) algebra over a ringA,
thenB is said to be aseparableA-algebra ifB is projective overB ⊗A B (via
(
∑n

i=1 xi ⊗ yi) · z =
∑n

i=1 xiyiz for all xi, yi, z ∈ B). It is well known that ifA is
a field, then anA-algebraB is a separableA-algebra if and only ifB is isomorphic
(as anA-algebra) to a direct product of finitely many finite-dimensional separable
field extensions ofA. Note that Proposition3.9(b) generalizes Proposition3.3(d)
(while giving a new proof for it).

Proposition 3.9.(a) If A ⊂ B is a decomposed(integral minimal ring) extension,
thenB is a separableA-algebra.
(b) Let A = R0 ⊂ . . . ⊂ Rn = B be a finite-length tower of rings such that
Ri−1 ⊂ Ri is a decomposed extension for alli = 1, . . . , n. ThenB is a separable
algebra overA. If, in addition, the crucial maximal ideal ofRi−1 ⊂ Ri lies over
the crucial maximal idealM of A ⊂ R1 for all i = 2, . . . , n, thenA ⊂ B satisfies
FIP.

Proof. (a) By [10, Proposition 4.6] (or Proposition3.1(c)) and the implication (b)
⇒ (a) in [5, Theorem 7.1, page 72], we may assume, without loss of generality,
that(A,M) is quasi-local. ThenB has exactly two maximal ideals, sayN1 andN2;
N1 ∩N2 = M ; and the canonical(A/M)-algebra homomorphismsA/M → B/Ni

are isomorphisms (fori = 1,2). AsN1 andN2 are comaximal inB, the Chinese
Remainder Theorem yields thatB/M ∼= B/N1 × B/N2 (∼= A/M × A/M ) as
(A/M)-algebras. Thus, by the above remarks,B/M is a separable algebra over
A/M . Therefore, by the implication (c)⇒ (a) in [5, Theorem 7.1, page 72],B is a
separable algebra overA.

(b) It is known that ifΛ ⊂ Γ ⊂ Ω are rings such thatΓ is a separableΛ-
algebra andΩ is a separableΓ-algebra, thenΩ is a separableΛ-algebra [5, Propo-
sition 1.12, page 46]. In view of (a), it now follows by an easy induction that
B is a separable algebra overA. Moreover,B is a finite-type algebra and inte-
gral (hence module-finite) overA (since eachRi is of finite-type and integral over
Ri−1). Henceforth, we assume the additional condition that all the crucial maximal
ideals lie overM . Then, reasoning as in the proof of Proposition3.3(d) (and using
an easy induction), we see that the Jacobson radical ofB is M . In particular,M is
a common ideal ofA andB. If A/M is finite, it follows, via condition (1) in [7,
Theorem III.5], thatA/M ⊂ B/M satisfies FIP (sinceB/M is a finite-dimensional
vector space overA/M ), and soA ⊂ B satisfies FIP by [7, Proposition II.4]. Thus,
without loss of generality,A/M is infinite.

Note thatBM is a finite-type separable algebra overAM [5, Corollary 1.7, page
44]. Hence, sinceA/M is infinite, it follows from [17, Lemma 3.1] there existsξ ∈
BM such thatBM = AM [ξ]. As we have seen thatM is the Jacobson radical ofB,
the fact thatB has only finitely many maximal ideals leads to the Jacobson radical
of BM beingMAM (since the formation of rings of fractions commutes with finite
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intersections). Therefore, by the first assertion in [8, Theorem 5.18],+BM
(AM ) =

AM . Hence, in view of the existence ofξ, it now follows from [8, Theorem 5.18]
that AM ⊂ BM satisfies FIP. (To apply the cited result, one also needs to note
thatA ⊂ B satisfies FCP; that, in turn, is an easy consequence of [8, Corollary
4.3].) Next, note via [8, Corollary 3.2] and the assumption concerning crucial
maximal ideals, that MSupp(B/A) = {M}. Consequently, by [8, Proposition 3.7
(a)],A ⊂ B satisfies FIP (⇔ AM ⊂ BM satisfies FIP).

4 Summary and an application

Theorem4.1summarizes the earlier material in this paper by essentially listing all
the possible kinds of pairs of minimal ring extensionsR ⊂ S andS ⊂ T that can
be “composed" so thatR ⊂ T has FIP (that is, so that|[R, T ]| < ∞).

Theorem 4.1.Let R ⊂ S andS ⊂ T be minimal ring extensions, with crucial
maximal idealsM andN , respectively. ThenR ⊂ T satisfies FIP if and only if
(exactly) one of the following conditions holds:

(i) BothR ⊂ S andS ⊂ T are integrally closed.
(ii) R ⊂ S is integral andS ⊂ T is integrally closed.
(iii ) R ⊂ S is integrally closed,S ⊂ T is integral, andN ∩R 6⊆ M .
(iv) BothR ⊂ S andS ⊂ T are integral andN ∩R 6= M .
(v) BothR ⊂ S andS ⊂ T are inert,N ∩R = M , and eitherR/M is finite or

there existsγ ∈ TM such thatTM = RM [γ].
(vi) R ⊂ S is decomposed,S ⊂ T is inert andN ∩R = M .
(vii) BothR ⊂ S andS ⊂ T are decomposed andN ∩R = M .
(viii ) R ⊂ S is inert,S ⊂ T is decomposed, andN ∩R = M .
(ix) R ⊂ S is ramified,S ⊂ T is decomposed, andN ∩R = M .
(x) R ⊂ S is decomposed,S ⊂ T is ramified, andN ∩R = M .
(xi) R ⊂ S is ramified,S ⊂ T is inert, andN ∩R = M .
(xii) R ⊂ S is inert,S ⊂ T is ramified,N ∩ R = M , and the two conditions

stated in Proposition3.5(a) hold.
(xiii ) BothR ⊂ S andS ⊂ T are ramified,N ∩R = M , and the two conditions

stated in Proposition3.5(b) hold.

Proof. Combine the appropriate parts of Theorem2.1, Proposition3.1, Proposition
3.3and Proposition3.5.

While Theorem4.1 has given a complete answer to the question at hand, we
wish to stress that various FIP- (and FCP-) theoretic studies remain to be pursued
in other contexts. Among these, we mention here only the context ofφ-rings, for
which [2] initiated such studies in some important special cases.

The rest of this section refers to the “application" mentioned in its title. For mo-
tivation, note that a minimal ring extensionA ⊂ B can be characterized as a ring
extensionA ⊆ B such that|[A,B]| = 2. Thus, one way to contemplate ring exten-
sions that are, in some sense, only “one step more complex than" a minimal ring
extension would be to study (necessarily proper) ring extensionsR ⊂ T such that
|[R, T ]| = 3. Any suchR ⊂ T must accommodate some (uniquely determined)
S ∈ [R, T ] such that bothR ⊂ S andS ⊂ T are minimal ring extensions. Given
the above focus on such “composable" pairs of minimal ring extensions, one could
combine that earlier work (as summarized in Theorem4.1) to give a weak, formal
characterization of “|[R, T ]| = 3" by appending some common verbiage, such as
“each ring in[R, T ] is comparable withS", to each of the conditions listed in The-
orem4.1. Such a compilation would frankly be of little use. We prefer, instead,
to collect a few comments about how each of the conditions listed in Theorem4.1
relates to the “|[R, T ]| = 3" question. Remark4.2emphasizes the contexts studied
in Section 2, while Remark4.3focuses on certain chains of the (inert, inert) kind.
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Remark 4.2.(a) The first paragraph of Remark2.2 (a) showed one way to find
dataR ⊂ S ⊂ T , with R quasi-local, as in Theorem4.1(i) such that|[R, T ]| = 3.
The second and third paragraphs of Remark2.2 (a) developed enough material
concerning normal pairs to show that all examples of integrally closed extensions
R ⊂ S ⊂ T that illustrate Theorem4.1 (i) such thatR ⊂ T satisfies FIP, withR
quasi-local, can be obtained via pullback from the construction given in thefirst
paragraph of Remark2.2 (a). To make an example that is constructed in this way
satisfy |[R, T ]| = 3, it is necessary and sufficient for the pullback to feature a
divided prime idealQ of R such thatD := R/Q is a two-dimensional valuation
domain with (quotient field)T = R/Q.

However, in general, when bothR ⊂ S andS ⊂ T are integrally closed min-
imal ring extensions such that|[R, T ]| = 3, we do not know (even for domains)
whetherR must be quasi-local. A partial result in this vein is given next.

Let R be a finite-dimensional semi-quasi-local Prüfer domain such that there
exist integrally closed minimal ring extensionsR ⊂ S andS ⊂ T with |[R, T ]| = 3.
Then we are in the situation described in the first paragraph of Remark2.2 (a). In
other words,R is a (quasi-local) two-dimensional valuation domain and (up toR-
algebra isomorphism)S is the localization ofR at its height 1 prime ideal andT
is the quotient field ofR. For a proof, note that the classification of the minimal
ring extensions of a domain (cf. [11, Corollary 2.5]) ensures that (up toR-algebra
isomorphism)S is an overring ofR and, hence, also a finite-dimensional semi-
quasi-local Prüfer domain [16, Theorem 26.1 (1), (2)]. Similarly,T is a finite-
dimensional semi-quasi-local Prüfer domain. Note that ifP andQ are distinct
maximal ideals ofR, thenRP andRQ are incomparable. Hence, we see, from
the condition that|[R, T ]| = 3, thatR has a unique maximal ideal (that is,R is a
valuation domain). Then, since|[R, T ]| = 3 and each (valuation) overring ofR is
a localization at some prime ideal ofR (cf. [18, Theorem 65]), it follows thatR
has a unique nonzero non-maximal prime ideal, and the assertion becomes clear.

(b) We next comment on the conditions in Theorem4.1(ii). Suppose thatR ⊂
S is an integral minimal ring extension andS ⊂ T is an integrally closed minimal
ring extension. Then|[R, T ]| = 3 ⇔ wheneveru ∈ T is not integral overR,
thenR[u] = T . For a proof, note first thatS is the integral closure ofR in T .
Thus, the only way for|[R, T ]| 6= 3 would be to have some ringA ∈ [R, T ] fail
to be comparable withS becauseA contains an elementu that is not integral over
R while S is not contained inA. This is equivalent to requiring the existence of
u ∈ T such thatu is not integral overR andS 6⊆ R[u]. Ruling this out means that
wheneveru ∈ T is not integral overR, one hasS ⊂ R[u] ⊆ T (whenceR[u] = T
by the minimality ofS ⊂ T ).

(c) We next show that the data in Remark2.2(b) satisfy the criterion established
in (b) for the context of Theorem4.1 (ii). As before,X denotes an analytic inde-
terminate overQ(

√
2), and we takeR := Q + XQ(

√
2)[[X ]], S := Q(

√
2)[[X ]]

andT := Q(
√

2)((X)). Our task is to show that ifu ∈ T is not integral overR,
thenR[u] = T . As S is the integral closure ofR in T , we can writeu = f/Xn,
for somef ∈ S and minimal positive integern. As u 6∈ S andX does not divide
f in S, we see thatf is a unit ofS. Accordingly, by the theory of G-domains [18,
Theorem 19],S[u] = T . Let c denote the (nonzero) constant term off . If c ∈ Q,
thenf is a unit ofR and a direct application of [18, Theorem 19] givesR[u] = T .
Thus, we may suppose thatc ∈ Q(

√
2) \ Q and need only prove thatS ⊆ R[u].

In fact,R[u] containsQ(c) + XQ(
√

2)[[X ]] = Q(
√

2) + XQ(
√

2)[[X ]] = S, as
desired. Hence, by (a),|[R, T ]| = 3.

(d) Next, we show that ifR ⊂ S is an integral minimal ring extension and
S ⊂ T is an integrally closed minimal ring extension, then it need not be the
case that|[R, T ]| = 3. For example, considerR := Z[2i]; S := R′ = Z[i],
the ring of Gaussian integers; andT := ∩P 6=Q SP , where the index set for this
intersection consists of all the prime idealsP of S other thanQ := 3S. In fact,
by classical algebraic number theory [21, Theorems 6-2-1 and 6-1-1], 3 is inert
in the Gaussian numbers, and so (sinceS is a Dedekind domain)Q ∈ Spec(S)
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andQ is the only prime ideal ofS that lies over 3Z. Consequently, since every
overring ofS is an intersection of localizations (at prime ideals) ofS (by [16,
Theorem 26.1 (2)]), it follows that there is no ring properly contained betweenS
andT . On the other hand, 1/3 ∈ T \ S, and soS ⊂ T is a minimal ring extension;
moreover, this extension is integrally closed (sinceS is integrally closed andT
is an overring ofS). Also, it is easy to check thatR ⊂ S is an integral minimal
ring extension. It remains only to produce a ring in[R, T ] \ {R,S, T }. Consider
A := R[1/3] ∈ [R, T ]. Observe that 1/3 ∈ A \ (R ∪ S); and i ∈ T \ A. This
completes the verification of the example.

(e) The conditions in Theorem4.1 (iii) do not permit |[R, T ]| to be 3. To see
why this is so, suppose that the minimal ring extensionR ⊂ S is integrally closed,
the minimal ring extensionS ⊂ T is integral, and that their crucial maximal ideals
satisfyN ∩R 6⊆ M . Then the proof of the Crosswise exchange Lemma [8, Lemma
2.7] produces a ring in[R, T ] \ {R,S, T }, and so|[R, T ]| 6= 3.

(f) By Proposition3.1 (d) (or arguing as in (e) via the Crosswise exchange
Lemma), we see that the conditions in Theorem4.1(iv) lead to|[R, T ]| ≥ 4.

(g) As classical field extensions suffice to show the diversity of FIP-related
behavior in the (inert, inert) context, we pass now to the (decomposed, inert) con-
ditions in Theorem4.1(vi). We will show that those conditions admit an example
where|[R, T ]| = 3. To do so, we use the data in Remark3.4 (c), specializing to
the fieldsK := R andL := C, so thatR = R, S = R × R andT = R × C. To
show that|[R, T ]| = 3 (that is,|[R,R × C]| = 3), it suffices to prove that ifB is
anyR-subalgebra ofR×C such that dimR(B) = 2, thenB = R×R.

Suppose not. Then there are two cases. In the first case, there existsξ = (r, s) ∈
B such thatr, s ∈ R andr 6= s. Thenα := (r − s,0) = ξ − (s, s) ∈ B \ R. Put
A := R[α]. By considering vector space dimensions overR, we haveA = B.
Next, we will show thatS ⊆ A, that is, thatR × R ⊆ A. To do so, we will show
that if a, b ∈ R, then(a, b) ∈ A, or equivalently, that(a− b,0) ∈ A. This, in turn,
is clear sinceρ := (a − b)(r − s)−1 ∈ R satisfies(a − b,0) = ρα ∈ R[α] = A,
as required. Thus, by considering vector space dimensions,A = S. It follows that
B = S, the desired contradiction.

In the remaining case, there existsη = (u, v) ∈ B such that (u ∈ R and)
v ∈ C \ R. Write v = x + yi with x, y ∈ R (andy 6= 0). We haveη − (u, u) =
(0, (x − u) + yi) ∈ B. Thus, without loss of generality,u = 0 and (byabus de
langage) η = (0, x+ yi) ∈ B (still with x, y ∈ R andy 6= 0). There are now two
subcases. In the first of these,x 6= 0. Thenδ := (−x, yi) ∈ B, and so sinceT has
no nonzero nilpotents,δ2 = (x2,−y2) is a nonzero element ofB. Equivalently,
0 6= (x2 + y2,0) is a nonzero element ofB. It follows that (1,0) ∈ B, whence
B = R[(1,0)] = R ⊕ R(1,0). Therefore,B = {(λ+ µ, λ) ∈ R × R | λ, µ ∈ R};
that is,B = R×R, the desired contradiction.

In the remaining subcase,x = 0, so thatη = (0, yi) ∈ B with 0 6= y ∈ R. Then
(1,0) = (1,1) − (y−1η)2 ∈ B, so that by considering vector space dimensions,
we haveB = R[(1,0)]. As in the previous subcase, this leads to the desired
contradiction.

(h) The conditions in Theorem4.1(vii) lead to |[R, T ]| ≥ 5. Indeed, by Propo-
sition 3.1 (c) and the first assertion in Proposition3.1 (d), we may assume, with-
out loss of generality, that(R,M) is quasi-local. Then recall from the proof of
Proposition3.3 (d) thatT/M can be identified withR/M × R/M × R/M . Since
|[R, T ]| = |[R/M, T/M ]| by a standard homomorphism theorem, it is enough to
show that|[R/M, T/M ]| ≥ 5. To that end,
let the elementsa, b andc run independently throughR/M , and consider the five
setsR/M = {(a, a, a)}, {(b, a, a)}, {(a, b, a)}, {(a, a, b)} and{(a, b, c)} = T/M .

(i) The conditions in Theorem4.1 (viii) do not permit |[R, T ]| to be 3 (or
4). Indeed, as in the proof of (h), we may assume, without loss of generality,
that (R,M) is quasi-local. Then recall from the proof of Proposition3.3 (e) that
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T/M ∼= S/M × S/M . Viewing this isomorphism as an identification, we have

[R/M, T/M ] ⊇ {R/M,S/M, T/M,R/M × S/M,S/M ×R/M}

and so|[R, T ]| = |[R/M, T/M ]| ≥ 5.
(j) The conditions in Theorem4.1 (ix) admit an example where|[R, T ]| > 3.

To show this, we use the data in Remark3.4 (f), with the minimal field extension
K ⊂ L taken to be{0,1} = F2 ⊂ F4. ThenR = F2, S = F2[X ]/(X2) and
T = F2[X ]/(X2) × F2 (with S →֒ T via a + bx 7→ (a + bx, a) as before). It is
straightforward to verify thatB := {(0,0), (1,1), (1,0), (0,1)} is anR-subalgebra
of T which is not in{R,S, T }.

(k) As we saw in the proof of Proposition3.1 (h), it follows from [8, Lemma
2.8] that the hypotheses of Theorem4.1(x) ensure that|[R, T ]| ≥ 4. For instance,
by comparing parts (f) and (g) of Remark3.4, we see that the data in Remark3.4
(g) satisfyK[X ]/(X2) ∈ [R, T ] \ {R,S, T }.

(l) The conditions in Theorem4.1 (xi) do permit |[R, T ]| to be 3. In fact, we
prove that, withK := F2, the data in Remark3.4 (h) satisfy|[R, T ]| = 3. As the
cardinalities ofR,S andT are 4,8 and 16, respectively, it follows from elementary
group theory that we need only show thatS is the only memberS∗ of [R, T ] that
has cardinality 8. Without loss of generality,S∗ 6⊆ S. Then, withx := X + (X2)
as usual, pickξ := λ+ µx ∈ S∗ for someλ ∈ L \K, µ ∈ L. Then by addingξ to
the elements ofR, we get

S∗ = {0,1, x,1+ x, λ+ µx,1+ λ+ µx, λ+ (1+ µ)x,1+ λ+ (1+ µ)x}.

As λ2 = ξ2 ∈ S∗ (andλ2 6= 0,1, λ), we see by the process of elimination that
λ2 = λ + 1, with µ ∈ K. Replacingξ with ξ − µx, we may suppose thatµ = 0.
It is evident that the displayed set of 8 elements is not a ring since it is not closed
under multiplication (for instance, because it does not include the product of x and
λ), the desired contradiction, which completes the proof.

(m) If the conditions in Theorem4.1 (xiii) hold (so that, in particular,R ⊂ T
satisfies FIP) and the fieldR/M is infinite, then|[R, T ]| = 1 + ℓ[R, T ], where
ℓ[R, T ] denotes the maximal length of a chain composed of members of[R, T ]. In
other words, ifR ⊂ S andS ⊂ T are ramified extensions whose crucial maximal
ideals satisfyN ∩ R = M andR ⊂ T satisfies FIP, then|[R, T ]| is the cardinality
of a maximal chain composed of members of[R, T ]. (For an example illustrating
this assertion, one can use the data in Remark3.6 (b), taking the fieldK to be
infinite.) For a proof, use parts (a), (c) and (d) of Proposition3.1, in conjunction
with [9, Lemma 4.5], to reduce to the case where(R,M) is quasi-local; then,
sinceR ⊂ T is a (composition of) subintegral extension(s), an application of [9,
Proposition 4.13] completes the proof. It follows that under the stated conditions,
if R ⊂ S ⊂ T is one of the chains in[R, T ] having the greatest possible length,
then it is the only such chain and|[R, T ]| = 3.

On the other hand, it is easy to give an example where the conditions in Theo-
rem4.1(xiii) hold, the fieldR/M is finite and|[R, T ]| = 3. To do so, one can once
again use the data in Remark3.6 (b), but this time taking the fieldK := F2. In-
deed, by the proof of Remark3.6(b), we have thatR = K, S = K[x] = K[y2] and
T = K ⊕Ky⊕Ky2, with y3 = 0. Thus, it suffices to show thatA := K[y+ y2] ∈
{R,S, T }. A moment’s thought shows thaty2 = (y + y2)2 ∈ A, whenceA = T ,
to complete the proof.

Recall that the Introduction mentioned an example of a ring extensionR ⊂ T
from [15] such that|[R, T ]| = 3. The focus of [15] was onλ-extensions, that is,
ring extensionsA ⊆ B such that[A,B] is linearly ordered by inclusion. The final
remark mentions three other results from [15] that are related to the “|[R, T ]| = 3"
question.

Remark 4.3.(a) If K ⊆ L is a field extension, we say thatK is purely inseparably
closed inL if no element ofL \K is purely inseparable overK. According to [15,
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Proposition 3.17 (2)], ifK ⊆ L is aλ-extension of fields, thenL is algebraic over
K and eitherK is purely inseparably closed inL or L is purely inseparable over
K.

One family of field extensionsK ⊆ L such thatK is purely inseparably closed
in L is provided by the (algebraic) Galois field extensions. One consequenceof
[15, Theorem 3.36] is that ifK ⊆ L is a finite-dimensional Galois field extension,
then|[K,L]| = 3 ⇒ the Galois group ofL/K is cyclic of orderpn for some prime
numberp and positive integern. An easy consequence is that a finite-dimensional
Galois field extensionK ⊆ L satisfies|[K,L]| = 3 ⇔ the Galois group ofL/K
is isomorphic toZ/p2Z for some prime numberp. By the Fundamental Theorem
of Galois Theory, it follows that ifK ⊆ L is a finite-dimensional Galois field
extension such that|[K,L]| = 3, then[L : K] = p2 for some prime numberp. This
generalizes the result in Remark3.4 (b) that if q is any prime-power andp is any
prime number, then|[Fq,Fqp2]| = 3 (and that this is the only kind of extension of
finite fields that has exactly one properly intermediate field).

(b) The “p2-dimensional" theme continues to the “purely inseparable" context,
according to the following consequence of [15, Proposition 3.24]. IfK ⊆ L is a
purely inseparable field extension of characteristicp > 0 such that|[K,L]| = 3,
thenL = Kp−2

:= {u ∈ L | up2 ∈ K}, the element of[K,L] \ {K,L} is Kp−1
:=

{v ∈ L | vp ∈ K}, and[L : K] = p2.
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