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Abstract The aim of this paper is to investigate the Legendre spectral method of one-dimensional
inhomogeneous mixed initial-boundary value problem in a finite regular set ?, we use some tech-
niques to convert the problem to a system of ordinary differential equations and by an analysis
matricial we find a general term defines all ordinary defferential equations of this system, we
solve this general term we get the desired approximate solution, we also present the error esti-
mate.

1 Introduction

The differential equations play a very important role in all fields of science like mathematics and
Mathematical Physics and other Sciences, and a long time ago the scientists and researchers face
difficulties in resolving many of these equations, for this we turned in recent years, especially
after the emergence of the computer to search for approximate solution instead of the exact
solution for these problems, these methods gave his fruit.

The main motivation in this paper is the numerical analysis of discretization of the inho-
mogeneous mixed initial-boundary value problem using spectral element method, this method is
associated with quadrature formulas which allow for a complete discretization of the right-hand
side and of the linear form involved in the variational formulation, see also [3, 5, 7, 6, 10].

the concerned problem refers to the equation:
∂tu− ∂2

xu = f , x ∈ Λ, t > 0
u(−1, t) = u(1, t) = 0 , t > 0
u(x, 0) = g(x), x ∈ Λ

(1.1)

where Λ = (−1, 1), which u(x, t) represents the temperature at point x and time t,the discretiza-
tion consists therefore the space variable and the time variable,

Then the problem (1.1) is a problem of one space variable, by using the orthogonal matrix
we reduce this problem to a system of ordinary differential equations.

In this work we construct approximate solution to the boundary value problem (1.1) in the
following form

uN (t, x) =
N∑
n=0

an(t)ln(x) (1.2)

Where ln(x), 0 ≤ n ≤ N, are the Lagrangian interpolates at the points xi ∈ Λ = [−1, 1] ,
0 ≤ i ≤ N , these interpolates satisfy the property ln(xj) = δnj , 1 ≤ n, j ≤ N − 1, the points
xj , 0 ≤ j ≤ N are the collocation points on the Gauss-Lobatto Legendre grid. The grid made by
xj , 0 ≤ j ≤ N, is denoted by ΛN+1. The choice of the form (1.2) for the solution, added to some
techniques give a linear system which can be written in a matricial form as ΓDa− Aa = ΓG,
where A is a square matrix and Γ is a diagonal invertible matrix and the operator D = d

dt .
We write a = Pv where P is an orthogonal matrix such that P−1

(
Γ−1A

)
P = C is a diagonal

matrix, then we obtain a system of N−1 ordinary differential equations, we can use the Lagrange
method to solve for each component vj(x) of v, finally we conclude the expression of functions
an(t) and for which we obtain the desired approximate solution, see also [1, 2, 8, 12, 11].

2 Orthogonal polynomials

We work in the model domain Λ and we use the Legendre polynomials Ln, n ≥ 0 : each
polynomial Ln has a degree n, it is orthogonal to the other ones in

L2 (Λ) =

{
f : Λ→ R measurable /

∫
Λ

(f(x))
2
dx <∞

}
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and satisfies the following property∫ 1

−1
Ln(x)Lm(x)dx =

2
2n+ 1

δnm (2.1)

h′n(x) = −n(n+ 1)Ln(x), hn(x) =
(
1− x2)L′n(x), n ≥ 0 (2.2)

hn(x) =
n(n+ 1)
2n+ 1

(Ln−1(x)− Ln+1(x)) (2.3)

2.1 The continuous problem

To introduce the variational formulation for the continuous problem (1.1), we need the subspace
of the variational space with zero Dirichlet trace:

A0 (Λ)=
{
v ∈ H1 (Λ) , v = 0 on ∂Λ, t > 0, v = g, t = 0

}
(2.4)

We introduce the product in L2 (Λ) :

(f, v) =

∫
Λ

f(t, x)v(t, x)dx (2.5)

Then the variational formulation of continuous problem (1.1) is: find u ∈ A0 (Λ) , such that,

∀v ∈ A0 (Λ) , a (u, v) = 〈f, v〉 (2.6)

where
a (u, v) =

∫
Λ

(
∂tu− ∂2

xu
)
vdx

integrating by parts leads to,

a (u, v) =

∫
Λ

(∂tuv + ∂ux∂vx) dx (2.7)

3 Discrete space and form

Let us denoted by N the parameter of discretization for the problem (1.1), in spectral method
N represents the degree of polynomials. The approximate space is essentially generated by the fi-
nite dimensional subspace ofL2 (Λ) , P ∆

N (Λ) is the approximate space of the spaceA0 (Λ) ,where

P ∆
N (Λ) =

qN ∈ PN (Λ) / qN (x, t) = 0 on ∂Λ, qN (x, 0) =
N−1∑
j=1

g(xj)lj(x)


Where PN (Λ) is the set of polynomials of degree less than or equal to N. We consider also the
exact quadrature formula and introduce a bilinear form aN with approach to the form a and we
approximate the scalar (., .) for (., .)N .

3.1 The Discrete problem

Firstly we observe that the Lagrange polynomials lm(x), 0 ≤ m ≤ N, form a basis of P ∆
N (Λ) ,

then the exact solution u of problem (1.1) is approached by the solution uIN belonging to P ∆
N (Λ)

with (uIN −gN ) ∈ PO
N (Λ), where

PO
N (Λ) = {qN ∈ PN (Λ) / qN (x, t) = 0 on ∂Λ}

and the variational problem is:{
find uIN ∈ P ∆

N (Λ) , s.t
∀vN ∈ PO

N (Λ) , aN (uIN , vN ) = (fN , vN )N
(3.1)

where

aN (u
I
N , vN ) =

N∑
l=0

(
∂tu

I
NvN + ∂xuN∂xvN

)
(xl, t) ρl
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where xl, ρl, 0 ≤ l ≤ N are defined in propositions 1, uIN = uN + gN , uN ∈ PO
N (Λ) and the

problem (3.1) is equivalent to the following problem: Find uIN in P ∆
N (Λ) with uN = uIN − gN

in PO
N (Λ) such that, ∀vN ∈ PO

N (Λ)

aN (uN , vN ) = bN (gN , vN ) (3.2)

Where
bN (gN , vN ) = (fN , vN )− aN (gN , vN ) (3.3)

3.2 Existence and uniqueness of solution

Quadrature formula

Proposition 3.1. There exists a unique set of N − 1 nodes xj , 1 ≤ j ≤ N − 1 in Λ and with
the condition x0 = −1 , xN = 1 , there exists N + 1 positive weights ρj , 0 ≤ j ≤ N, such that
the following exactness property holds:

∀ϕ ∈ P2N−1 (Λ) ,

∫ 1

−1
ϕ(x)dx =

N∑
j=0

ϕ (xj) ρj (3.4)

where xj , 1 ≤ j ≤ N − 1 are the roots of the polynomial L′N and the weights are given by:{
ρ0 = ρN = 1

N(N+1)

ρj =
ρ0

P 2
N (zj)

1 ≤ j ≤ N − 1
(3.5)

Proof. See [4, 5]

Definition 3.2. We define the discrete product for all polynomials vN , uN in P ∆
N (Λ) as:

(vN , uN )N =
N∑
l=0

uN (xl, t) vN (xl, t) ρl

Lemma 3.3. The polynomial hN−1 ∈ P 0
N (Λ) verifies the double inequality:

‖hN−1‖2
L2(Λ) ≤ (hN−1, hN−1)N ≤

3
2
‖hN−1‖2

L2(Λ) (3.6)

such that the subspace P 0
N (Λ) = {pn ∈ PN (Λ) / pN (−1) = pN (1) = 0} , where PN (Λ) are

the space of polynomials with degrees ≤ N on Λ

Proof. See[1]

Proposition 3.4. For all polynomial hn ∈ P 0
n(Λ) we have

n ‖hn‖L2(Λ) ≤ ‖h
′
n‖L2(Λ) (3.7)

Proof. See[1].

Also the lagrange’s polynomials lj(x), j = 1, N − 1 can be written in the following form

lj(x) =
N−1∑
k=0

γkjhk(x)

using (2.2), then we get,

lj(x) =
N∑
k=0

λkjLk(x) (3.8)

Proposition 3.5. The set of polynomials {Ln(s)} , n = 0..N forms a basis to the polynomial

space PN (Λ) , then any polynomial ϕN ∈ PN (Λ) can be written as: ϕN (s) =
N∑
n=0

bnLn(s) and

we have the following inequality:

c3Log(N + 1) ≤ ‖ϕN‖2
L2(Λ) ≤ c4Log(2 exp(2)(N + 1)) (3.9)

where (c3, c4) = (min(b2
n),max(b2

n)).
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Proof. See[1].

Definition 3.6. For a positive integer m the Sobolev space Hm (Λ) is defined by:

Hm (Λ) =

{
ϕ ∈ L2 (Λ) : 1 ≤ k ≤ m, dk

dzk
ϕ ∈ L2 (Λ)

}
(3.10)

with the norm:

‖ϕ‖2
Hm(Λ) =

∫
J

m∑
k=0

(
dk

dzk
ϕ)2(x)dx (3.11)

Proposition 3.7. The bilinear form aN (·, ·) in (3.2) satisfies the following properties of continu-
ity:

∀vN ∈ P∇N (Λ) ,∀uN ∈ P∇N (Λ) , |aN (uN , vN )| ≤
3 max(C, 1)

2
‖uN‖H1(Λ) · ‖vN‖H1(Λ) (3.12)

and ellipticity:

∀uN ∈ P∇N (Λ) , |aN (uN , uN )| ≥ min(C, 1) ‖uN‖2
H1

0 (Λ)
(3.13)

Proof. continuity

aN (uN , vN ) =
N∑
l=0

∂tuN (xl, t)vN (xl, t)ρl +
N∑
l=0

∂xuN (xl, t)∂xvN (xl, t)ρl

We consider the solution and its derivatives are bounded then there exists two real positive con-
stants C and C1 such that

C |uN (xl, t)| ≤ |∂tuN (xl, t)| ≤ C1 |uN (xl, t)| (3.14)

We use lemmas 3.3, the exact quadrature formula and the Schwartz inequality then we obtain
the desired results also and ellipticity:

aN (uN , uN ) =
N∑
l=0

∂tuN (xl, t)uN (xl, t)ρl +
N∑
l=0

∂xuN (xl, t)∂xuN (xl, t)ρl

using the exactingness quadrature formula we can write,

aN (uN , uN ) =
N∑
l=0

∂tuN (xl, t)uN (xl, t)ρl +

1∫
−1

∂xuN (x, t)∂xuN (x, t)dx (3.15)

then from (3.14) we can write:

|aN (uN , uN )| ≥ C
N∑
l=0

uN (xl, t)uN (xl, t)ρl +

1∫
−1

∂xuN (x, t)∂xuN (x, t)dx

Using (3.6) we can write .

aN (uN , uN ) ≥ min(C, 1) ‖uN‖H1
0 (Λ)

then for this inequality yields the desired result .

Proposition 3.8. (the inequality of stability) For any continuous function g on Λ ,the problem
(3.2) has a unique solution uN in P∇N (Λ), and this solution verifies the inequality of stability:

‖uN (x, t)‖H1
0 (Λ)
≤ γ

(
‖fN (x, t)‖L2(Λ) + ‖gN (x)‖L2(Λ)

)
(3.16)

Proof. Using (3.2) we can write

aN (uN , uN ) = (fN , uN )− aN (gN , uN ) ≤ |(fN , uN )|+ |aN (gN , uN )| (3.17)
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using Schwartz inequality we can write

|(gN , uN )|+ |aN (gN , uN )| ≤
3
2
‖fN (x, t)‖L2(Λ) ‖uN (x, t)dt‖L2(Λ)

+α2 ‖∂tgN (x)‖L2(Λ) ‖uN (x, t)‖L2(Λ)

+α3 ‖∂xgN (x)‖L2(Λ) ‖∂xuN (x, t)‖L2(Λ)

the quantities ‖∂xgN (x)‖L2(Λ) , ‖∂xvN (x, t)‖L2(Λ) are bounded then there exists a positive num-
ber γ such that,

aN (uN , uN ) ≤ |(fN , vN )|+|aN (gN , vN )| ≤ γ
(
‖fN (x, t)‖L2(Λ) + ‖gN (x)‖L2(Λ)

)
‖uN (x, t)‖H1

0 (Λ)

using (3.13) , yields the desired result.

4 Numerical experiment

At the points xk, 1 ≤ k ≤ N − 1 the problem (1.1) is equivalent to,
N−1∑
n=1

ln(xk)a′n(t)− l′′n(xk)an(t)) =
N−1∑
n=1

fn(t)ln(xk) + g′′ (xk) in Λ ∩ ΛN+1

uN (rk,−1) = uN (rk, 1)
(4.1)

Since the functions
−l′′n(x), 1 ≤ n ≤ N − 1

are polynomials with degree N − 2, we multiply both sides by lm(xk)ρk and applying the sum,
by using the quadrature formula, when m varies from 1 to N − 1 , we obtain a linear system,
then we can write this system in a matricial form:

ΓDa−Aa = ΓG (4.2)

where A is a square symmetric define positive matrix with order N − 1, its elements have the
form:

αmn = −l′′n(xm)ρm, n = 1, N − 1
}
,m = 1, N − 1

Γ is a diagonal invertible matrix its elements are defined as:

γmn =

{
ρm , n = m

0, n 6= m
, m, n = 1, N − 1

G is a known vector where:

G = (f1(t)+g
′′(x1), f2(t)+g

′′(x2), f3(t)+g
′′(x3), ....., fN−2(t)+g

′′(xN−2), fN−1(t)+g
′′(xN−1))

t

and the vector a is an unknown vector where

a = (a1(t), a2(t), a3(t), ....., aN−1(t), aN−1(t))
t

the operator,

D =
d

dt

multiplying (4.2) by the invertible matrix Γ−1 of Γ then we find

Da− Γ
−1Aa = G (4.3)

the matrix Γ−1A has positive eigenvalues and there exists an orthogonal invertible matrix P
such that,

P−1 (
Γ
−1A

)
P = C

where C is a diagonal matrix, the elements of the diagonal are the eigenvalues αi, i = 1, N − 1
of the matrix Γ−1A, if we consider the vector v such that

a = Pv
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then the system (4.3) becomes
PDv − (Γ−1A)Pv = G (4.4)

multiplying (4.4) by the matrix P−1 we obtain,

Dv − Cv = P−1G (4.5)

The matricial form (4.5) has N − 1 linear ordinary differential equations defined as

v′k(t)− αkvk(t) = hk (4.6)

where hk(t) =
N−1∑
j=1

p−1 (k, j) (fj(t) + g′′j (xk)) , 1 ≤ k ≤ N − 1 (4.7)

p−1 (i, j) are the elements of the inverse matrix P−1. To solve the equations (4.6) we use La-
grange’s method [12] , we may write the solution in the closed form :

vk(t) =

∫ t

0
e−αk(s−t)hk(s)ds+ cke

−αkt

where ck is constant to be determined, using the boundary conditions then (4.8) may be written
in the following form:

vk(t) =

∫ t

0
e−αk(s−t)hk(s)ds+

N−1∑
j=1

p−1
kj g (xk)

 e−αkt (4.8)

Finally we obtain the functions,

an(t) =
N−1∑
j=1

pnjvj(t) (4.9)

where pnj , 1 ≤ n, j ≤ N are the elements of the matrix P, and the approximation solution is:

u(x, t) =
N−1∑
n=1

N−1∑
j=1

pnj

∫ t

0
e−αk(s−t)hk(s)ds+

N−1∑
j=1

p−1
kj g (xk)

 e−αkt

 ln(x)

If the time t defined in the interval I = [0, T ] , we can consider the solution in the form

u(x, t) =
N−1∑
n=1

N−1∑
j=1

unj ln(x)lj(t), an(t) =
N−1∑
j=1

unj lj(t) (4.10)

using (4.9) and (4.10) then we determine the coefficients

unj =
N∑
j=1

pnj

∫ tj

0
e−αk(s−tj)hk(s)ds+

N−1∑
j=1

p−1
kj g (xk)

 e−αktj


and the approximate solution is

uN (t, x) =
N−1∑
n=1

N∑
m=1

 N∑
j=1

pnj

∫ tj

0
e−αk(s−tj)hk(s)ds+

N−1∑
j=1

p−1
kj g (xk)

 e−αktj

 lm(x)ln(t) + t(1, x)

t(1, x) =
N−1∑
n=1

g(xn)ln(x)

and using (4.7) we get

uN (t, x) =
N−1∑
n=1

N∑
m=1

 N∑
j=1

pnj

∫ tj

0
e−αk(s−tj)

N−1∑
j=1

p−1 (k, j) (fj(s) + g′′j (xk))

 ds

+

N−1∑
j=1

p−1
kj g (xk)

 e−αktj

× lm(x)ln(t) + t(1, x)
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Numerical integration

The function
qk(s) = e−αk(s−t)hk(s) (4.11)

is explicit but we can not always calculate its primitive explicitly, in this case we use the poly-
nomial interpolation and seek numerical approximation of the integral. Then the Lagrange poly-
nomial interpolation is

qNj(s) =
N∑
n=0

qj(tn)lj(s)

where tn defined by

tn =
T

2
xn − 1, N = 0, N , xn, 0 ≤ n ≤ N

are the collocation points on the Gauss-Lobatto Legendre grid, then the approximation of the
integral (4.8)

vNj(t) =

∫ t

0
qNj(s)ds+

N−1∑
j=1

p−1
kj g (xk)

 e−αkt

then we obtain

a(t) =
N−1∑
j=1

pnj(tn)vNj(t)

where pnj , 1 ≤ n, j ≤ N are the entries of the matrix P , using (1.2) we get the approximate
solution

u(x, t) =
N−1∑
n=1

N−1∑
j=1

pnjvNj(t)ln(x)

4.1 Error estimation

Definition 4.1. The polynomial space P ∆
N (Λ) is dense in the space of continuous functions on Λ

hence in A0 (Λ) then any function u ∈ A0 (Λ) admits the expansion

u (z, t) =
∞∑
n=1

∞∑
m=1

α (n,m)hn(x)lm(t) +
∞∑
n=0

γ (n)hn(x) (4.12)

We know

Tn(t) =
n(n+ 1)
2n+ 1

(pn−1(t)− pn+1(t)) (4.13)

where
pn(t) = {Ln((2t− T )/T ) , n ≥ 0 (4.14)

and using (4.13) then

u (z, t) =
∞∑
n=1

∞∑
m=0

γ (n,m) pm(t)hn(z) (4.15)

Proposition 4.2. The following estimate holds between the exact solution u in H1
0 (Λ) and the

approximate solution uN ∈ P∇N (Λ) verify,

‖u− uN‖L2(Λ) ≤ 3cN−1
(
‖(g − gN )‖L2(Λ) + ‖(f − fN )‖L2(Λ)

)
(4.16)

Proof. Using the ellipticity condition (3.7) and (3.13) we can write,

N2 ‖u− uN‖2
L2(Λ) ≤ a(u− uN , u− uN ) = (f − fN , u− uN )− a(g − gN , u− uN )

≤ c

(∣∣∣∣∫
Λ

( (f − fN ) (u− uN ))dz
∣∣∣∣+ |a(g − gN , u− uN ) |

)
(4.17)

∣∣∣∣∫
Λ

( (f − fN ) (u− uN ))dz
∣∣∣∣ ≤ ‖(f − fN )‖L2(Λ) ‖(u− uN )‖L2(Λ) (4.18)

|a(g − gN , u− uN ) | ≤
∣∣∣∣∫

Λ

( ∂x (g − gN ) ∂x (u− uN ))dz
∣∣∣∣+ ∣∣∣∣∫

Λ

( ∂t (g − gN ) (u− uN ))dz
∣∣∣∣
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the function g is independent of the variable t then∫
Λ

( ∂t (g − gN ) (u− uN ))dtdz = 0

and ∣∣∣∣∫
Λ

( (g − gN ) ∂x (u− uN ))dtdz
∣∣∣∣ ≤ ‖∂x (g − gN )‖L2(Λ) ‖∂x (u− uN )‖L2(Λ) (4.19)

also we can prove that
n ‖hn‖L2(Λ) ≤ ‖h

′
n‖L2(Λ) ≤ 3n ‖hn‖L2(Λ) (4.20)

using (4.18), (4.19)and (4.20) we get

N2 ‖u− uN‖2
L2(Λ) ≤ 3cN

(
‖(g − gN )‖L2(Λ) + ‖(f − fN )‖L2(Λ)

)
‖(u− uN )‖L2(Λ) (4.21)

finally we find the desired results

4.2 Figure illustration

The figure 1 and 2 present the behavior of the log condition number and the error , N varies
from 3 to 12, and the figures 3 and 4 present the true and the approximate solution uN and u
respectively, the true solution is: u(x, t) = sin(πx)e−

π2
50 t

In table 1 we compare the numerical solution with the known analytical solution. In this
table we present the errors in the numerical solution at a representative selection of degrees of
approximate solution
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Table 1
Error in the computed solution at various degrees of approximate solution.

N 3 4 5 6 7 8 9 10
Error .330 .563e− 1 .621e− 3 .1666e− 3 .476e− 6 .211e− 6 .8e− 8 .7e− 8

5 Conclusion

We know that many ordinary or partial differential equations do not admit exact solution, so we
seek the approximate solution, in this article I have described a numerical method converges
quickly to the solution of the problem, this method based on the properties of orthogonal poly-
nomials and matrix analysis.
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