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Abstract

In this paper, we introduce a new statistical distribution constructed by combining the cumulative
density functions (cdf) of Lomax and Gumbel distributions and name it as the Lomax-Gumbel
distribution. We derive expressions for its characteristic function, moments, hazard rate function
and survivor function. We plot some graphs for its probability density function (pdf) and hazard
rate function using the software ‘Mathematica’. We also discuss estimation by the method of
maximum-likelihood.

1 Introduction

The Gumbel distribution is an extreme value distribution of type I, widely applied for problems
in engineering. Some of its major application areas include flood frequency analysis, network
engineering, nuclear engineering, offshore engineering, risk based engineering, space engineer-
ing, software reliability engineering, structural engineering and wind engineering. However, in
many applied areas like reliability, lifetime analysis, finance, and insurance, there is a clear need
for extended forms of classical distributions, that is, new distributions which are more flexible to
model real data in these areas. The data in these areas can present a high degree of skewness and
kurtosis and we can have additional control over them by adding new parameters to the existing
distributions.

Recent developments focus on new techniques for building meaningful distributions. These
include the two-piece approach introduced by Hansen (1994), the perturbation approach of Az-
zalini and Capitanio (2003), and the generator approach pioneered by Eugene et al. (2002) and
Jones (2004). Many researchers have worked using such technique, a few to mention are Gupta
and Kundu (2001), Nadarajah and Kotz (2004, 2005), Akinsete et al. (2008), Zografos and Bal-
akrishnan (2009), Codeiro et al. (2010), Barreto-Souza et al. (2010), Zhu and Galbraith (2010),
Cordeiro et al.(2011, 2012, 2012, 2013) and Nadarajah (2013).

In the present paper, we introduce a new approach of combining the cdf’s of two known distribu-
tions to define the Lomax-Gumbel distribution. The rest of the paper is organized as follows. In
Section 2, we give some basic definitions which will be required in subsequent sections. In Sec-
tion 3, we introduce the Lomax-Gumbel distribution and plot graphs of its pdf. We also obtain
the expressions for characteristic function, moments, hazard rate function and the survivor func-
tion for this distribution. In Section 4, we discuss estimation of the four parameters «, 5, i, o by
the method of maximum-likelihood. In Section 5, we give some conclusion.

2 Preliminaries

2.1 Lomax Distribution

The Lomax distribution is a heavy tail probability distribution, often used in business, economics
and actuarial modelling. Its applications in modelling and analysing the lifetime data in medical
and biological sciences and engineering are widely studied by Lomax (1954) and Moghadam et
al. (2012).

The probability density function (pdf) of Lomax distribution is given by

«

f(zia,B) = 5

T —(1+a)
<1+6> : a,8>0,2>0 @2.1)
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And the cdf of Lomax distribution is given by

F(zia,B) = 1—<1+;)a : a,B>02>0 2.2)

2.2 Gumbel Distribution

The Gumbel distribution (Kotz & Nadarazah, 2000) is an important extreme value distribution
of type I, which is used to model the distribution of the maximum of a number of samples of
various distributions. The pdf of Gumbel distribution is given by

1 — _
g(z) = eXP{—(H+eXp{—(x M)})} —o<r <00, —0o< u<oo, o>0
g g g

(2.3)

and the cdf of the Gumbel distribution is given by
1 T — [
G(r) = —expq—exp|—— , —oo<zx <00, —00o<pu<oo,o>0 2.4)
o o

2.3 The composition of cdf’s

Let F(x) and f(x) be the cdf and pdf of a statistical distribution referred as the first and having the
support [0, a] ,where 1 < a < 0o and G(x) and g(x) be the cdf and pdf of the second distribution
with the support as [b, ¢|, whereb, ¢ € Ror [0, 00) or (—oo, co). We define the new distribution
with cdf as given by

Fo @) = ) @5)
and the corresponding pdf as
fa (o) = S Pgta) .6

Clearly the support of the new distribution is same as that of the second distribution. Also
for different choices of first and second distributions we can construct a large number of new
distributions. The additional advantage of the new distribution is that it has more parameters to
have a better control.

3 The Lomax-Gumbel distribution

In equations (2.5) and (2.6), taking F(x) as Lomax cdf given by (2.2) and G(x) as Gumbel cdf
given by (2.4) we define the cdf of Lomax-Gumbel distribution as follows

Fre(za,8,u,0) = Kll — {1—|—;exp{—exp (—x;u>}}_a] (3.1

and the pdf is then given by

Ka T — T — 1 T — [ ~(atl)
fLG(l‘;Oé,ﬁaHaU):BUeXP{ <O+eXP<U)>}{1+6eXP{eXP< p )}]

(3.2)

where K~! = 17(1—1—671)_&, o, B,0>0, —co< pu <00, —00<x< 00
Remarks

(i) On taking =0 and o=1, in (3.1) and (3.2), the cdf and pdf are reduced to the following
forms respectively

F(z:0,8,0,1) = K [1 - {1 +%exp (_e—w)}_a] (3.3)

and

f(z;a,8,0,1) = Ka exp{— (z+e ")} {1 + 1 exp (—e™)

B B

—(a+1)
} (3.4)
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where K~! = 1 - (1+87) 7%, a,3>0, —c0 <z < cc.

The above distribution may be referred as the standard Lomax-Gumbel distribution.

(ii) We observe that Lim fre (x) = Oand Lim fre(z) = 0.
T — 00 T——00

3.1 Graphs

Some graphs illustrating the effects of various parameters on the shape of the pdf have been
drawn in support to the study.

Here, we have drawn four graphs using the software ‘Mathematica’. In Fig 1, we fix the param-
eters u =1.5, 0=3, $=0.5 and plot the graph of Lomax-Gumbel pdf for varying values of «. In
Fig. 2, we fix the parameters p =1.5, 0=3, o =1 and plot the graph for varying values of 8. In
Fig. 3, we fix the parameters a=1, 8=2 and p =1.5 and plot the graph for varying values of ¢. In
Fig. 4, we fix the parameters a=1, =2, 0=3 and plot the graph for varying values of 1 .

as

— =001
4 _— _S:'j 1
—-- g=l
g a3 — 8=10
Fig 1 The Lomax-Gumbel pdf f(x)
for py=1.5, 0=3, 5=0.5
— =001
" — =01
——- g=lI
. 23 — B=10
Fig 2 The Lomax-Gumbel pdf f(x)
for u=1.5, 0=3, a =1
— =0T
[} - r=1
- =l
L1 — =i
=

4
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Fig 3 The Lomax-Gumbel pdf f(x)
for a=1, =2, u=1.5
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Fig 4 The Lomax-Gumbel pdf f(x)
for a=1, 8=2 and 0=3

3.2 The characteristic function
The characteristic function of pdf f(x) is given by

o(t) = E (exp (itx)) = /_OO exp (itz) f(z)dz,i=v—1 (3.5)

Substituting the value of f(x) from (3.2) in (3.5), using binomial expansion and then evaluating
the integral using a known result (Gradshteyn et al., 1994, p.353, eq.(3.312.3)), we get

_ @eitm - (_])k(a+1)k 1 ¥ [(ito+1)
¢(t) - B Z k! (ﬁ) (k+1)ita+l’

Which can further be written as

a,B,0>0, —00o < pu< oo
k=0

Ka | 1
8(t) = %emr(ita +1)®E, (—ﬁ, ito + 1, 1) 18> 1 (3.6)
where K1 = 1 — (14 37")"" and @}, (2, s, a)denotes the generalized Riemann Zeta function

defined by Goyal and Laddha (1997).
3.3 The moments
The 1 moment of the pdf f(x) about the origin is given by
n = E(z") = / " fla)de , r=1,23,... (3.7)

—00

Substituting the value of f(x) from (3.2) and writing the second term using binomial expansion,
we get

= . )
3.8)
x 2o am exp {= (F5# +exp (= *7#))} (exp {—exp (~*3£)})" dx
a,B,0>0, —co< u<oo,r=123,...
on substituting exp (—2£) = ¢, the r.h.s. of eq.(3.8) reduces to
Ko~ (=D)"(a+1), (1\" [ v —(l+n)t
7;} o <ﬁ> /0 (u—ologt)" e dt (3.9)

Next, writing the binomial expression in the integrand in series form and evaluating the integral
using a known result in Prudnikov et al. (1986, 2.6.21.1), the rth moment of X can be expressed
as

SR () (5 ((2) (o)

m=0n=0 K

k=1

(3.10)
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In particular, forr=1, 2, 3..., we get the values of various moments as follows

K
= Wz B" )"{1_ —log(n+1)}, (3.11)
4 a [e9) D" (1+o
wy = Kosnoe S (02 — dpyo + (n2 + 692) o

(3.12)
+4a (370 — p)log (n + 1) + 60%log” (n + l)} ,

/ a (I+a
Hy = K > ﬁn n++1 {u — 3P0+ (7r2 + 672) o2 — 5y (272 — 7r2) o3
(12/170 —3p0 — 307?03 — 50%7%) log (n + 1)
+602 (11 — 5yo)log” (n + 1) — 1007 log® (n + 1) + ¥ (n)},

(3.13)
and
o )" (1+a),
4 - 123 G o 0 5n B ()
x {12p* — 4813 yo + 2012 (72 + 642) 02 — 240u (v + 7% — »p®@ (n)) o
+ (207* + 207?72 + 372 — 80v¢)?) (n)) o* — 12 (440 — 20u2y0? 3.14)

—10p (672 + 72) 0% + 700 (293 + 472 =2 — ¢ (n))) log (n + 1)
+12 (10p*0? — 670 + 35 (72 + 692) %) log® (n + 1)
—24003 (31 + 7o) log® (n + 1) + 4201og* (n + 1)} ,

where K~! = 1—(1+87!)"", v denotes Euler’s constant and 1)?) (n)denotes the polygamma
function(Abramowitz et al., 1972, §6.4, p. 260].

The variance, skewness, and kurtosis measures can now be calculated using the following rela-
tions

Var () = ps — 2 (3.15)
ps =3 +2 pd
Skewness(x) = Vars2 (2) (3.16)
. g — Ay + Oy =3 pit
K = 17
urtosis (x) Var? (z) (3.17)

3.4 Hazard rate function
The hazard rate function h(x) is given by h(z) = f Eﬁ”()x).
Substituting the values of f(x) and F(x) from (3.2) and (3.1) respectively, and simplifying we get

h@) = ﬁ%exp{ (=2 +exp (-2 ))}{1%— exp {—exp (—2 “)}] .

{1+ exp {—exp (—Z “)}}_ —(1+p-H

fora,5,0>0,—c0o < u<oo.

Fig. 3.4.1 illustrates some possible shapes of h(x) for different values of parameter 5. It is
interesting to see, decreasing hazard rate for § < 0.6while increasing hazard rate for 5 > 0.6.
This could be an attractive property of Lomax-Gumbel distribution in reliability and life-testing

experiments.
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Fig. 3.4.1 Hazard rate function of Lomax-Gumbel distribution for different values of 5 with
a = 0.85, = —0.95, c = 1.009.

3.5 Survivor function
The survivor function S(x) is given by

S(z) = P(X > ) = /:O Fw)du =1 - F(x)

Substituting the value of F(x) from (3.1), we get

1+{1+;exp{—exp (—x;“)}}_al (3.19)

Sx)y=(1+8")"

a,B,0 >0,—00 < u < o0

4 Estimation
We estimate the parameters by the method of maximum likelihood. The log-likelihood for a
random sample Xji,. .., X,, from pdf (3.2) is
log L (a5, ,) = log(a) — nlog(3) — nlog(o) — niog {1 (1-+ ) "} -5 2
£ exp{— (252)} - (a+ 1) X0 log [1+ Sexp {—exp (- (252)) )]

The first order partial derivatives of (4.1) with respect to the four parameters are
dlogL 1 mnlog(l+p71) 1 T —
= ————F+ —> log |1+ - — - — 4.2

dlogL  n om(l—l—ﬁ’l)_1 ~(at1) " exp{—exp(— (x; — p) /o)}
= ] 32 Z[l

o5~ BRI+ s )1 T+ A Texp {— exp (— (21 — 1) Jo)]]
“4.3)

i=1

dlogL _ n 1 (zi—p — exp {—exp (— (zi — p) /o) — (zi —p) [0}
o o+o;e"p{ & )}“‘””; Bo [T+ 5T exp{—exp (— (2 — ) /o)1)
4.4
el — 4 S mSk 4 S Ekexp {— (224))
4.5)

no(mi— {—exp(=(@i—p)/o)—(zi—p)/o}
+(a+1)>0, ( 0'2#) CEEH;? exp{fel;p(*(wru)%)}]

Setting these expressions to zero and solving them simultaneously yields the maximum-likelihood
estimates of the four parameters.

5 Conclusion

In this paper we have developed a new technique for constructing a family of new statistical
distributions by combining the cdf of two known statistical distributions. We have thus defined
and studied a new distribution by combining the cdf’s of Lomax and Gumbel distributions and
named it as Lomax-Gumbel distribution. This distribution contains four parameters, two from
Lomax and two from Gumbel and thus has more flexibility as compared to its constituent distri-
butions. We have derived explicit expressions for the moments, characteristic function, hazard
rate function, and survivor function for the Lomax-Gumbel distribution. Using the software
‘Mathematica’ we plot some graphs for its pdf which show the effect of variation of different
parameters occurring in the definition and investigate the variation of the hazard rate function.
We also discuss estimation by the method of maximum-likelihood.
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