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In this article, we develop a new Alternating direction implicit (ADI) collocation method
based on the bi-cubic spline collocation method to find the approximate solution of 2D-hyperbolic
partial differential equations. The method presented in this article uses high order bi-cubic B-
spline collocation for the differential equation. It requires compact support. The second-order
central finite difference method has been used in the time direction. Unconditional stability anal-
ysis of the new technique has also been also done in this article. To corroborate the potency of
the new algorithm few experiments have been included in the given article. Fourth-order accu-
racy has been exhibited by the results obtained. Comparison analysis has been done with the
literature for some examples.

1 Introduction

The second-order telegraphic equation in two dimensions defined on a regular domain D [18§]
with the forcing function f is given as:

ux$+uyy:utt+2aut+ﬁzu+f (1.1)

where D = [0, 1] x [0, 1] x (0,T) and o > 0, 8 > 0 are the given constants.
The equation (1.1) is subjected to the following initial and boundary conditions:

u(:c,y,O) = ¢1($,y) and ut(xa yvo) = ¢2(xa y) (12)
’U,(O, Y, t) = Wl(y, t) and U(l, Y, t) = wZ(y7 t) (13)
w(z,0,t) = ws(z,t) and wu(z,1,t) = wy(x,t) (1.4)

forz,y € [0,1]and¢ > 0. The functions ¢, ¢, w1, wa, w3 and wy are continuously differentiable
functions in their respective domain.

In today’s world, the applications of telegraphic equations can be experienced in the diverse
discipline of sciences. To study the wave propagation of electric signals in transmission cable
and atomic theory, the telegraph equation is used.

Over the past few years, loads of studies have been done to obtain various algorithms to compute
the estimated solutions of the high dimensional differential equations. Finite difference methods
have been used by many researchers in [1]-[5]. In [1], by using a new three-level implicit method
that is unconditionally stable also, high dimensional damped wave equations have been solved
by Mohanty. In the last couple of years, numerous advances have been made to develop and
analyze methods based on splines [6]-[15], such as cubic splines, quadratic splines, orthogonal
splines and exponential splines. The differential quadrature method based on splines is used by
Ghasemi in [12]. A method based on wavelets collocation is presented in [13]. A significant
amount of study using orthogonal splines for solutions of partial differential equations has been
done by Bialecki and Fairweather in their research [14]. They discussed collocation methods
with an orthogonal cubic spline for elliptic, parabolic, and hyperbolic partial integro-differential
equations. Zadvan and Rashidinia, [16] solved multi-dimensional wave equations of order one
with a nonlinear source term by using a cubic spline of non-polynomial functions. An algorithm
using thin plate spline radial basis is used by Dehghan and Shokri in [17]. In [18], the RBF
solutions of second-order hyperbolic equations are explored using a meshfree method which is an
assimilation of boundary knot and analog method. A method based on a combination of meshless
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local weak and strong forms for the solution of telegraph equation in two dimensions is done in
[19]. In paper [20], the two-dimensional telegraph equation has been solved with barycentric
rational interpolation whereas in [21] this equation has been solved by using the differential
quadrature technique. A modified nodal bi-cubic spline collocation method is presented in [22]
to solve the elliptic partial differential equation.

The alternating direction implicit method was introduced in [3],[24]. Because of its great

operator-splitting ability, it is widely used for solving differential equations which are of high
order.
In this study, a new methodology is developed to solve a two-dimensional telegraphic equation
by using the collocation method which is based on bi-cubic B-spline in a much simpler way. For
this, we introduce a tensor product of matrices resulting from one dimension. We obtain a fast
method i.e. ADI method to solve a broad category of hyperbolic problems in two dimensions.
For the estimation of the solution, this method makes use of compact support. The proposed
method is found to be fourth-order accurate.

The paper is organized in the following way: In Section 2, a brief introduction of the bi-
cubic B-spline collocation method is given. This method is used in this research to find the
numerical estimation of equation (1.1). The ADI form of the newly introduced method is also
suggested in this section. Section 3, has been assigned to analyze the unconditional stability of
the suggested methodology. To prove the efficacy and preciseness of our present scheme we took
a few examples from the literature in Section 4 and finally the article ends with the conclusion
in the last Section.

2 Bi-cubic B spline collocation method

In this segment of the paper, the new algorithm which is based on the collocation of bi-cubic
B-spline has been introduced in the interest of finding a better approximate solution of 2D-
differential equation (1.1). The interval [0,1] is uniformly partitioned with step size h = % inx
and y directions. Let Q; = {z;,i = I; N, z;—x;—1 = h}and Q = {y;,j = 1, N,y —y;—1 = h}
be the partitions in x and y direction respectively. Further S;(€1,3) and $»(€Q2,3) denote the
corresponding space of all the cubic splines [25] satisfying the given boundary conditions. The
two partitions Q and Q, are extended by two extra knots at each end respectively i.e. z_; = —h
and x4 = 1 4 h in the x-direction and y_; = —h and yny+; = 1 + h in the y-direction. At the
knots z;’s in x-direction, the cubic B-splines B;(z) are defined as ([2],[4]):

(x —z-2)°, T € (2, zi1],
| B+ (x—zi )R+ (x —2i21)*h + (z —2i21)3, =€ [zimy, 3,
Bi(z) = s B+ (zip1 — 2)h + (vig1 — 2)?h+ (i1 — 2)3, 2 € [24,2801], 2.1
(Tip2 — )3, T € [Tiv1, Tita),
0, otherwise.

fori =—-1,0,1,.... N + 1.

The cubic spline space S;(,3) will be generated by the collection of functions {B;, i =
—1to N + 1}. Using equation (2.1), the value of B’s and their derivatives w.r.t x calculated at
the knot z; are tabulated as follows.

Table 1. B;(x) and their derivatives w.r.t X

X Ti—2 Ti—1 T Tit+1 Lit2
Bi(x) 0 s % s 0
B;(z) 0 ” 0 ~m 0
B (x) 0 i 5 W 0

Table 1 shows that three basis functions are nonzero at any particular knot x;, namely B,_;, ‘B,
and ®B;;,. As defined above for the x-direction, analogously we define the collection of func-
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tions {8, i = —1to N + 1}, which generate the cubic spline space S,(Q», 3) in the y-direction.
Now let us denote by Q = {(z;,y;),4,j = 0,..., N}, the partition of the domain [0, 1] x [0, 1]
and S(Q,3) = §1(Q1,3) ® S$2(,3), be the bi-cubic spline space of all the functions defined
on a domain Q which satisfy the given boundary conditions. So if U € §(Q, 3) be any function,
then it can be expressed as

N+1

Uz, y,t) = > Gm(t)Bi(z)B},(y) 2.2)

lym=—1

where{(;, (¢) f[ntlzfl are time variant quantities and need to be find out.

The values of the function U and the derivatives DZU, D;U, D3 DU, U, and Uy, at grid points
(x;,y;,t) are obtained respectively as:

N+1 N+1
Uzi,yjt) = Y G ()Bu(2:)B5, (1), DU (i, y5,t) = Y G ()B0” (2:) B, (),
lm=—1 lm=—1
N+1 N+1
Dz xuyja Z Clm %l xz %fn”(yj) D2D U 3317%, Z Clm %l xz)%jn”(yj)v
lym=—1 l,m=—1
N+1 N+1
xuij Z Clm %l 931 'm,(yj) Utt xuy]a Z Clm %l ( )
l,m=—1 l,m=—1

fori,7=0,1,2,...,Nand ¢t > 0.

So, take any numerical solution U of equation (1.1), then U belongs to the space S(Q,3),
hence from (2.2) it is linearly expressed as the combination of time dependent parameters.
Now, to find the value of U, we derive a high order collocation method drawn on bi-cubic B-
spline, which is presented as :

h2
where
FU;j = FiUs; + F2DU;; + 2aF,DiUs; (2.4)
Fi=Fp+Fp+Fpp—B% i,j=0,1,2,..,N, (2.5)
212
FplUii = (1+ 61; YD2U,;, (2.6)
62h2
FpUy=(1+ B )D;Us;, 2.7)
h2 2 2
FopUsy = == DDV (2.8)
and
]-'——1—|—h2D2+h—2D h—4D2D2 ,i=1,2,.,N—1 (2.9)
- 12 12 144 ° Bt ’ '

Here U;; and f;; symbolized U and f respectively at the grid point (x;,y;,¢) in the domain.
The method (2.3) is identical to the matrix system, the form of which is given as:

where D and S are linear combinations of tensor product of (N + 1)? matrices given by

BZ 2 52 2
D=1+ )B®A+(1+—)A®B 62A®A——]B%®IB3 (2.11)

6
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h? h?
S=(A-3B)®(A-5B) (2.12)

where ® denotes the tensor product of matrices. Here A = [} % t]and B = |
tri-diagonal matrices. U is a column matrix given by

_ t
U= (Coo(t) Cor(t) -+ Con(t) -+ Cwolt) Cwi(t) -+ CNN(t))
The next step is the discretization of the method in the time direction. We assume 6§t to be the

step size defined in the direction of time in a way such that ¢, = kdt forallk = 0,1,2,.....
Also, the approximations of order in the direction of time are given as

Uttt —2uk + Ul

DUE = - 7 = Ul;,; +O0(5t%) (2.13)
Ukl _ k-l
k _ i i _ rrk 2
DUk = 55 =Uf,; +0(t%)
Using above equation in equation (2.3), we get,
(UEH =20k + UL s -U5 _

+2aF, .

h2
FiUS + F 5= 15 (Feety + funty) (214)

ot? 26t

To get the stability of the scheme, we modify the scheme (2.14) by adding high order terms:
{;54&4173& —vS*D2D}U, ' u3*6t* D2 DU and 32y D2 D2 DU So the modified scheme
ecomes

_ h2
where ) ) ) )
FUE = RUL + F.DUL + 2aF3D, U, (2.16)
Fi=F, 2.17)
7 4 5,4 2p WP aa PSP
and
7 T TG e
F3 = Fp +vot* (D, — ED“"D?/)’ (2.19)
u & v are free parameters to be determined.
The modified scheme given by equation (2.15) can be penned as
2 n h2 h2 _
(apA — alﬁlﬂé) ® (A — EB)Utt +2a(A — EB) ® (A — ﬁJE%)Ut =DU + T, (2.20)

where
ap = 14 pB*ot*, a; = 1 + 1206t /W2

The equation (2.20) is identical to a system of ordinary differential equations of second order.
So, after discretizing in the time direction, using the central difference scheme of order two, we
observe

h? R\ URT =20k 4+ gk
((GOA — GIEB) X (A — IZB)) 61‘;2
B2 B2 kgt o .
+ 2 ((A—IZB)QQ(A—IZIB)) Sy T =DU" +TF
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This implies
h2 h2 h2 —_— h2 h2 .k
(2.21)
h? h? h? b1
+ ((agA - B) — adt(A — 12153)) (A - IZB)M
B%h? h25t? -
= 6t%(1 + B B A+ AB)U* — p20t°A @ AUF — < B @ BU* + 6t*F*

So, to ease the computations, the equation (2.21) is split into two equations that can be easily
handled. The method (2.21) is equivalent to the two-step ADI form given by

h2 2
((aoA = alEB) + adt(A — - )) ® LU = y*, (2.22)
“k+1 h? Zk+1
U =1, ® (A - ﬁB)u : (2.23)

where

h? h? h* .
Yk = — ((aOA —ay EB) — adt(A — 12183)) ® (A — —IB%)Z/{

h2 h2 _ 62 2
- (aoAfal12]B%)®(AfE]B%)Z/{k+5t2(l+—)(]B3®A+A®IB%)
2602 o WPt <k 2ok
— B*5t*A @ AUF — B ® BU* + 6t°F*.

Here I, and I, denote the identity matrices of order IV + 1. The vectors Zflf“ and Z/_{f“ are given
by

A = (i) G0 o ) T = (Gl Gl Gw()

Thus to determine Z/**!, we solve two sets of independent one-dimensional tridiagonal sys-
tem of equations, one in the direction of x and the other in the direction of y.

We will make use of equations (1.2) to compute the initial vectors Z/° and Y. One can
determine the vector /! at time level k = 1, that is ¢ = §t, from the second order relation,

U =u° + 6t + 0(6¢%).

Finally, the solution at any time level £ can be computed from the relations (2.22) and (2.23),
and the numerical approximation can be acquired by plugging (;;(t)’s in the equation (2.2).

3 Unconditional Stability

This section is assigned to examine the unconditional stability behavior of the scheme presented
in this article. For that, we have considered the homogeneous part of the differential equation.
The matrix stability analysis technique is used here to investigate the stable nature of the given
method (2.21).

Theorem : The suggested method given by equation (2.21) is unconditionally stable.



50 Suruchi Singh, Anu Aggarwal and Swarn Singh

Proof : We rewrite the equation (2.21) as follows

h? 2 4 _
[(ao + adt)A® A — (ap + adt) A ®B - 12(a1 +adt) B A+ — 144 (a1 + adt) B ® IB%} urt!
2 X ht .
+ (ao—a5t)A®A—(ao—ozét)le@B lz(al—a6t)IB3®A+l44( —adt)BeB|U

-2 A@A—h—z AB - }L B®A+h—4 BeB)|uU*
@0 129 2% 144

26,2 2 B*h? h?t? ~k 2ok
+ (B0t AR A —5t7(1 + B (BA+A®B)+ G BB |U® = §t"F" 3.1
We can write it as
Psi ! + Pyt 4 PR = 52 FF (3.2)
where IP|, P, and P; are given by
h? h? h?
P, = (ao—a(St)(A@A)—(ao—adt)EA@)B— 3 (a1 —adt) B A+ 144( —adt)BeB (3.3)
h2 h? h?
P2:—2a0A®A+€aOA®B+ 6a1]B®A a1B®B+ﬁ2 SPA® A (3.4)
212 2542
—5t?(1 + 51}2’ (B A+A®B)+ hgt B®B,
and
h2 h? h*
P; = (ao—l-aét)A@Af(ao—i-aét)ﬁA@E 12(a1+a§t)B®A+ 144(a1+a5t)IB%®IB%, (3.5)

The scheme (3.2) is a three-time level scheme. We convert this scheme into the two-time level
scheme by rewriting it as

Py 0\ (U++! P, P U F*
_ = - - 3.6
(0 H) < u* - 0 Uk-1 N 0 (36)
. (P53 0. .. . o . .
Since the matrix ( 0 ]I> is diagonally dominant, it is invertible and so from equation (3.6),
- —1 _ ~1
urtty (P30 P, IP’I U n P; 0 I
ukc ) \o I -1 ur- 0 I 0
_ -1
PP, PP [ UF P; 0 F*
- _ s 3.7
< -1 0 U1 * 0 I 0 S

Now, the matrix A being diagonally dominant is invertible, so we can write

we get

Py'P, =P (A®A)(A®A)'P,, (3.8)
and
Py'P =P (AR A)AA)'P (3.9)
Also, from (3.3)-(3.5), we get
1 h2 1 h2 —1
(A A)"'Ps =(ap+ adt)Ix 1 — E(ao +adt)l@ A7 B — ﬁ(al +adt) AT BRI
4
+ g (o +adt) AT B A!B, (3.10)
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2 2
(A® AP =(ap — adt)I @1 — %(ao —adt) I AT'B — %(al —adt)AT'B®I
4
_ -1 -1
+ T (@ —adt)A "B AT'B, G.11)

and
2 2 4
(A®A) P, =—2ql®I1+ %aﬂ@A”B + %a]A*IB @l - %alA*IB ® A™'B

52 h2

+ 82T @1 — 5t (1 + T)(A*HB% RI+I®A™'B) + AT'BeAT'B

(3.12)

h26t?
6

Let X be an eigenvalue of A~!B, then we take \; and ), as the eigenvalues of the matrices Py P,

and P3 P, respectively, where \; and ), are such that they have the same set of corresponding
linearly independent eigenvectors. We obtain using equations (3.8)-(3.12) that

Al =

(ap — adt) — 2 (ag — adt + 1 — adt)A + £ (a1 — adt)A?2 .
h? .

(a0 + adt) — 2 (ag + adt + 1 + adt)A + L (a1 + adt)\2
and

~2a0+ & (ag + ar)A — Bay N2 + B268 — 2682(1 + BN 4 WO\

A =
2 (a0 + adt) — 2 (ag + adt + 1 + adt)A + L (a1 + adt)\2

(3.14)

The characteristic equation of the matrix

Py'P, PP
-1 0

A2+ M0A+ X2 =0

is given by

The eigenvalues of the matrix A~'B are negative. Using equations (3.13) and (3.14), for a
suitable choice of the parameters i and v, it can be easily observed that 1 + A; + A\, 1 + A and
1+ A\; — X\, are positive.

Thus, the proposed scheme is unconditionally stable.

4 Numerical Experiments

This section has been assigned to numerically verify the proficiency and preciseness of the sug-
gested method in this article, the accuracy of which has already been shown to be of fourth order.
We have used MATLAB for the computational work. To prove the veracity amid the exact solu-
tion of the differential equation and the numerical solution two types of errors are considered in
this section and they are given by the following formulas:

N
1
L error = max; j|u; ; — U; ;|,Root Mean Square error(RM S) = il Z lui ; — Ui j|?

,j=0

The initial conditions and the boundary conditions for all the examples can be obtained from
their exact solutions.

Example 1. Consider the differential equation[17]

ueruyy:utt+2ut+u+2—t—x2—y2

The exact solution is given by: wu(x,y,t) = 2> + y> + ¢.
We have chosen the step size h = 1/10 and ¢ = 1/1000 for computation of L., and RMS errors.
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Calculation and correlations of L, errors with those listed in [17] are done in Table 2. We have
also compared the root mean square errors estimated at distinct time levels with results obtained
in [17] and [21] in Table 3. From both tables, one can observe that the results determined
by the proposed method are more accurate to the exact solution than those obtained by existing
methods. A graphical representation of the numerical solution obtained by the suggested method
at time ¢ = 1 is laid out in figure 1.

Table 2. Comparisons of L, errors obtained at distinct levels of time for Example 1.

t 1.0 2.0 3.0 5.0 7.0 10.0

Present Method | 1.48(-11) 2.27(-11) 3.19(-11) 5.17(-11)  7.06(-11)  9.76(-11)

[17] 1.81(-4) - 1.46(-4) 1.45(-4) 1.45(-4) 1.45(-4)

Table 3. RMS errors obtained at distinct levels of time for Example 1

t 1.0 2.0 3.0 5.0 7.0 10.0

Present Method | 9.21(-12)  1.39(-11) 1.94(-11) 3.16(-11) 4.26(-11)  6.06(-11)

[17] 1.13(-4) - 9.07(-5) 9.33(-5) 9.29(-5) 9.30(-5)

[21] 8.03(-5) ; 8.89(-5)  9.00(-5) ; 8.93(-5)

numerical sclution

Figure 1. Graph of the numerical solution for example 1

Example 2. Consider the 2D-hyperbolic differential equation [17]

The exact solution is given by: u(z,y,t) = e~ tsinh(z)sinh(y).
For h = 1/10 and 6t = 0.001, L, the root mean square errors are estimated. In Table 4, we have
compared the errors with those obtained by Dehghan and Shokri[17] and the observations listed
in [21]. It is very clear that the results calculated by the present technique are more accurate than
those calculated in [17] and [21].
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Table 4. Errors obtained for Example 2 for h = 1/10and 6t = 1/1000

t Present Method [17] [21]
Loo RMS Lo RMS RMS
1.0 3.56(- 8) 1.86(-8) 3.84(-5) 1.39(-5) 3.23(-5)
2.0 1.49(-8) 8.20(-9) 1.39(-5) 5.86(-5) 3.12(-5)
3.0 5.64(-9) 3.12(-9) 5.11(-6) 2.21(-5) 3.06(-5)
5.0 7.67(-10) 4.26(-10) 6.92(-7) 3.01(-5) 3.04(-5)

Example 3. Consider the 2D-hyperbolic telegraphic equation [26]

Uy + Uyy = Ugt + 2us + u + 2(cost — sint)sinzsiny, 0<z,y<l1,t>0

The exact solution is given by :  u(z,y,t) = cos(t)sin(x)sin(y).
We have calculated L, errors at distinct time levels by taking time step size 6t = 1/100and h =
1/10 in Table 5 and 6t = 0.001 and h = 0.05 in Table 6 respectively. Errors and their compar-
isons with the errors calculated by Mittal ef al. in [26] are listed in the respective tables. One
can observe that the results estimated by the present method are more precise.
Figure 2 shows the 3-D plot of the numerical estimation computed by using the suggested tech-
nique at t = 2.

Table 5. L, errors obtained at distinct levels of time for Example 3 for h = 1/10and 6¢t = 1/100

t 1.0 2.0 3.0 5.0 7.0 10.0
Present Method | 5.87(-7)  4.31(-7)  8.60(-8)  4.74(-7)  471(-7)  4.23(-7)
CPU time(sec.) 2.00 425 2.22 6.08 9.90 38.92

[26] 227(-3)  2.87(:3)  6.08(-4) 299(-3)  1.87(-3)  1.51(-3)

Table 6. L, errors obtained at distinct levels of time for Example 3 for h = 1/20and 6t =
1/1000

t 1.0 2.0 3.0 5.0 7.0 10.0
Present Method 4.96(-9) 3.70(-10) 5.01(-9) 2.81(-10) 5.06(-9) 5.29(-9)
[26] 2.49(-4) 3.22(-4) 9.93(-5) 3.32(-4) 1.76(-4) 1.35(-4)
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numerical solution

Figure 2. 3-D plot of the numerical estimation for ¢ = 2 for example 3

Example 4. Consider the 2D-telegraphic equation [18]

u11+uyy:utt+12ut+u+f7 OS%ZUSI, t>0
where f is the forcing function given by

12

S (D)

+log(l+z+y+t)+1/(1+z+y+y+1t)

The exact solution of the equation is : u(z,y,t) =log(z +y+ 1 +1).

For this example, the L, errors are listed in Table 7 for h = 1/10 and §¢ = 1/100. Comparison
of the errors are done with the errors obtained by Dehghan and Salehi in [18]. Calculations of
errors at different time levels with » = 1/20 and 6t = 1/1000 and their comparison with the
errors obtained in paper [26] are tabulated in Table 8. From the two tables, it is evident that our
method produces more accurate approximations to the exact solution.

Table 7. L, errors obtained for Example 4 for 6t = 1/100 and h = 1/10
t 0.5 1.0 2.0 3.0 5.0 7.0 10.0

Present Method | 6.29(-6) 2.70(-6) 1.57(-6) 1.35(-7) 8.90(-8) 9.22(-10) 4.42(-11)
[18] 4.51(-4) 1.15(-5) 1.92(-5) 2.86(-5) - - -

Table 8. L, errors obtained for Example 4 for 6t = 1/1000 and h = 1/20

t 1.0 2.0 3.0 4.0 5.0

Present Method 4.18(-8) 2.61(-8) 2.43(-9) 1.35(-9) 1.46(-9)

[26] 3.30(-3) 1.13(-3) 4.35(-4) 5.41(-4) 3.48(-4)

Example 5. Consider the differential equation [23]
Uy + Uyy = Uyt + 20004 + B2u + Qa+1- 62)6_(1”_’5), 0<z,y<1,t>0
which for o = 1 and 5 = 1 reduces to
um—l—uyy:utt+2ut+u—|—26_(m+y_t), 0<z,y<1,t>0

The exact solution of the differential equation is given as u(x,y,t) = e T¥—%),
In Table 9, L., and RMS errors are calculated at distinct time levels for this experiment. The
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errors are computed by taking step size h = 1/10 and 6t = 1/100. Comparison of the obtained
errors are done with the errors obtained in [23] and are found to be better.

Table 9. Errors obtained for Example 5 with ~ = 1/10and §t = 1/100

Present Method [23]

t Lo RMS CPU time(sec.) Lo RMS

1 2.70(-6) 1.81(-6) 2.67 1.40(-3) 3.50(-3)
2 1.57(-6) 9.05(-7) 4.23 1.30(-3) 2.00(-3)
3 1.35(-7) 6.18(-8) 6.10 2.45(-4) 5.97(-4)
5 8.90(-8) 4.94(-8) 10.84 4.92(-5) 9.56(-5)
7 9.22(-10) 4.28(-10) 14.96 3.81(-6) 1.03(-5)
10 4.42(-11) 2.27(-11) 39.40 2.23(-7) 5.13(-7)

5 Conclusion

During this course of study, we have solved the 2D-hyperbolic telegraphic equation by a bi-
cubic B-spline collocation method. It has been found that the method suggested in this article
has an accuracy of fourth-order, also it requires a compact stencil which results in reducing the
computational work. The discussion on unconditional stability is also discussed in this article.
Comparisons of the obtained results with those available in the literature prove the excellency of
the given method, in terms of both exactness and computational efficacy. It should be noted that
this is a highly accurate method, which is justified by solving many numerical examples.
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