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Abstract This paper introduces a novel inclusion problem, the Cayley- Yosida inclusion prob-
lem, which is constructed using generalized versions of the Cayley and Yosida operators. We also
investigate the corresponding resolvent equation for this problem. To solve the Cayley-Yosida
inclusion problem, we propose a fixed point formulation algorithm and prove the existence of a
solution along with its convergence. Our results are demonstrated with and without the use of
uniform and smoothness properties of Banach space. Additionally, we develop a gap function
for the Cayley-Yosida inclusion problem and estimate the error bound for its solution. Overall,
this paper presents a comprehensive analysis of the Cayley-Yosida inclusion problem and its
resolvent equation along with the gap function for a given inclusion problem.

1 Introduction

Variational inequality and inclusion problems are fundamental concepts in mathematical opti-
mization that deal with finding solutions to a set of interrelated equations. A variational inequal-
ity problem involves finding a solution to an equation or system of equations, where the solution
must satisfy certain constraints or inequalities. In contrast, an inclusion problem, introduced
by A. Hassouni and A. Moudafi [3], requires identifying a point in the intersection of two sets,
which may represent feasible solutions to several criteria simultaneously. These problems find
applications in many areas such as economics, engineering, biology, and operations research
among others. Effective solutions require sophisticated mathematical techniques including con-
vex analysis, operator theory, and fixed-point theory among others. Solving these mathematical
challenges is very important for effective decision-making processes in various fields. Varia-
tional inequality is generalized in many environments, see examples [12, 14]. Similarly, the
inclusion problem is generalized by many authors, see examples [1, 2, 4, 5, 7, 16].

In Hilbert space H and let S : H — 2% is a set-valued map then the inclusion problem is to
solve for u € H such that 0 € S(u); in general inclusion problems help to study the optimization
problems, equilibrium problems, variational inequality problems, etc., see example [8]. Fang
and Huang [9] introduced the resolvent operator in 2004. After this, resolvent operators and
related operators were used in many areas such as partial differential equations and many areas
mainly in convex analysis, see example [6].

Since the Cayley and Yosida operators are used to solve many problems in different areas such
as computer programming, economics, engineering, and financial modeling, etc., we have con-
structed an inclusion problem that includes the generalized version of the Cayley and Yosida
operator, which we call it Cayley-Yosida inclusion problem.

Presently, the gap function came to be very useful in the area of optimization theory, it converts
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variational inequalities or inclusion problems into identical problems in optimization for study-
ing the existence of solutions and many more, for example, [12].

Let us consider H to be the Hilbert space then for an identity operator I and a set-valued map F,
we define the resolvent operator, R}E g H — Has, forallu € H,

Rig(u) = (I+0E) " (u). (1.1
Define the Cayley operator, CE@ :H — H as, forall u €H,
Clou) = 2RF e — I)(u). (1.2)

Define the Yosida operator, yfe :H — H as, for all u €H,

[S—,

Vo) = 5(I = REg)(w). (1.3)

where 6 > 0.
In this paper, we consider generalized forms of (1.1), (1.2) and (1.3).

2 Preliminaries

Throughout this paper, let us consider B to be a real Banach space with norm ||.|| and 5* be a
topological dual space of B with duality pairing (., .) between B and B*. For u € B, define a
normalized duality map F : B — 28" as:

F(u) ={h e B": (u,h) = [[ull[b]], [[ul] = |[A][}.
Also the function pg.[0, 00) — [0, o), which is modulus of smoothness of 53 given as:

U+ w U —w
pis(s) = sup L gy <1 < s,

and if lim,_,o 222} = 0, then 5 is uniformly.

Definition 2.1. A map X : B — B is called:

« Lipschitz continuos, if V u,w € B, 3 ax > 0 such that,
1X (u) = X(w)]| < ax||u— w]].
« accretive, if Vu,w € B, 3 f(u — w) € F(u — w) such that,
(X(u) = X(w), f(u—w)) = 0.
« strongly accretive, if Vu,w € B, 3 f(u — w) € F(u —w) and [x > 0 such that,
(X (u) = X (w), fu—w)) > Ix||u—wl|f.

Definition 2.2. [9] Let X be a map then E : B — 25 is called X-accretive if E is accretive and
for 6 > 0, (X 4+ 0F)(B) = B.

Definition 2.3. [9] Let X : B — B be a single-valued map and E : B — 2% be a set-valued
map which is X-accretive then the generalized resolvent operator is defined for all v € B as,

R () = (X +0E)" ' (u). .1

Theorem 2.4. [9] Let X : B — B be a strongly accretive map with kx > 0 and M : B — 28
be a set-valued X -accretive map then for all u,w € B,

1
IR% o(u) — RE 4(w)|| < EHU —w|].

that is, the generalized resolvent operator, RE , is Lipschitz continuous.
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Lemma 2.5. [15] Consider B be a Banach space with uniform and smoothness properties and
F :B— 25 then

(i) |+ wl[? < [Jul? +2(w, f(u+w)), Yf (u+ w) € Flu+w),Yu,w e B

(i) (u—w, f(u) — f(w)) <2d2ps(M=l) i € F vu,we B

[Jul* + IIwIIZ)
> .
Definition 2.6. The generalized Cayley operator, Cf;e :H — H as, for all u €5,

where d = 4/ (

CXo(u) = 2RY 4 — X)(uw). (2.2)
The generalized Yosida operator, y)E(ﬂ :H — H as, for all u €8,

Vo) = 5(X ~RE o)) 23)

Now defining an operator E?{,e by using generalized Cayley and generalized Yosida operators
as:

L5 o(u) = aC¥ o(u) + BYX o(u), (2.4)
for all uw € B and where « and 3 are real constants.

Proposition 2.7. Let X : B — B be a Lipschitz continuous with kx > O then the operator E?{,e
defined by (2.4) is a Lipschitz continuous if 3 v > 0 such that, for all u,w € B,

125 6(w) = LK p(w)]] < ylJu —wl].
Proof.
||£§(,9(U) - ﬁg,e(“’)” = ||aC)E(,9(U) + 5y)E(,0(U) - (aC)b;’(,(w) + 537)E(,9(w))||
= [|a(CX p(u) = CX p(w)) — BVX o(w) — VX p(w))]]
< [allICX 5 (u) = CX o (w)[| + [BIIVE 6 () = VX o(w)]],
now using (2.2) and (2.3),

< |al|2RX o () — X (u) = 2RX 4(w) + X (w)]]

1 1
1811l (X () ~ RE o(u) — (X () ~ RE p(a))|
B g
— 125 o) — L5 o) < @lal + DD IRE () - RE p () + (DL 4 Dl1x(0) - X ()|
by theorem 2.4 and Lipschitz continuity of X,
3lal® + (1 4+ |B]) |«
125 o(u) — £ )l < L2 LLEIDID oy

W) > 0, we have the result,
X

lety = (
1£5 6(u) = LK p(w)]] < Y|lu — wl].
o

Let us consider X : B — Band E : B — 258 to be single-valued and set-valued maps
respectively and consider the operator defined by (2.4). The following problem is considered:
To find u € B such that,

0€ L 4(u) + E(u) = aCX 4(u) + BYX o(u) + E(u). 2.5)
We call the above problem (2.5) as Cayley-Yosida inclusion problem.

Now we will discuss some cases regarding problem (2.5) as follows:
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« If @« = 0 and 8 = 0 then the problem (2.5) changes to the problem of finding u € B such
that,
0 € E(u). (2.6)

The above problem (2.6) is very common classical inclusion problem.

o If « = 1 and 5 = 0 then the problem (2.5) changes to the problem of finding v € B such
that,
0 € C¥4(u) + E(u). 2.7

The above problem (2.7) is a Cayley inclusion problem which is studied in uniformly
smooth Banach space by Ahmad et al [11].

e If « = 0 and 5 = 1 then the problem (2.5) changes to the problem of finding v € B such
that,
0€ V¥ o(u) + E(u). (2.8)

The above problem (2.8) is Yosida inclusion problem including generalized Yosida operator
defined by (2.3) which is studied by Ahmad et al [10].

It is noted that maps X, E and all the operators defined by (1.1), (1.2), (1.3), (2.1), (2.2) and
(2.3) are continuous.

3 Cayley-Yosida Inclusion Problem

In this section, we will prove the lemma about fixed point formulation and construct the algo-
rithm for the solution of the Cayley-Yosida inclusion problem (2.5), which includes generalized
Cayley and generalized Yosida operators. We will also establish the existence and convergence
result for the Cayley-Yosida inclusion problem (2.5).

Lemma 3.1. The Cayley-Yosida inclusion problem (2.5) has solution u € B if and only if,
u =R o(0(1 = )V g(u) + RY g(u) — BaCY o(u)) (3.1
Proof. Let u € B be a solution of the Cayley-Yosida inclusion problem (2.5) then,
0 € aCf o(u) + BYE o(u) + E(u)
for 6 > 0,
0 € 0aCy g(u) + 0BV o(u) + 0E(u)
— X(u) +0E(u) = X (u) — 9aC¥ o(u) — 05VE 4(u)

— (X +0E)(u) = (X (u) - Rf;e(u)) + R?{,e(u) - QQC)E(,e(U) - 953})]?,9(“)
== (X 0E) (0 x (X (u) ~ RE () + RE o(u) — 00CE o () — 05VE o (w)
= u =R o(0(1 = B)V¥ g(u) + RY 5(u) — baC¥ g(u)).

|
Now using lemma 3.1, we establish the following iterative algorithm for solution of the

Cayley- Yosida inclusion problem (2.5).

Iterative Algorithm 3.1.
Consider ug € B and for § > 0,

up = R;Ege(@(l - 5)3))]?,9(“0) + R;Ec,e(uo) - 9aC;E<7e(uo)) € B.
Similarly assume,

Uy = Rf{,e(@(l - 5)y)E<,9(U1) + wa(u]) - eac)b;,e(“l)) €B.
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By continuing the above process, we will obtain the sequence as follows:

up = RY 4(0(1 = B)VX g (tn—1) + RE g(tn—1) — 0aC% g(un—1)) € Bin =1,2,3...,.

By using above iterative algorithm, next we prove existence and convergence result for the
Cayley- Yosida inclusion problem (2.5).

Theorem 3.2. Let B be a Banach space with uniform and smoothness property such that, for
some K > 0, the modulus of smoothness, pg(s) < Ks% Alsolet X : B — Bbea Lipschitz
continuous map and a set-valued map E : B — 2B be a X-accretive. Assume R;Ew follows
theorem 2.4. Consider J/)E;G is a strongly accretive and a Lipschitz continuous with constants
r1 > 0 and ry > 0 respectively, and C¥ , is a Lipschitz continuous with constant r3 > 0. For
some 0 > 0, if the condition: 7

(175) 2
)

o \/1—2(1—6)r2+64K( .
(3.2)

0+ Jal) ~ (T + o))

|0 —

is satisfied then the Cayley-Yosida inclusion problem (2.5) (for B < 0) has at least a solution
u € B and the sequence obtained from iterative algorithm (3.1) strongly converges to u.

Proof. Using algorithm (3.1),

[tUnt1 — un|| = ||R§(,0(9(1 - 5)y)E(,o(Un) + R;E(,e(un) - HaC)b;e(un))
- wa(ﬁ(l - 5)3))%9(“%1) + R?{,e(unfl) - 904(3)]3;,0(%71))”7

using theorem 2.4,

(1= B)VX p(un) +RE g(un) = 0aCK o(un) = (0(1 = B) VX p(tn—1)

+ R;E(,e(unfl) - aaC)E(,O(Unfl))Hv

1
< —1|0
<

1
< ElW(l — B) (V¥ o (un) = V¥ g(un—1)) — 0(C¥ g (un) — C¥ g(un1))|
1
+ EHRJ)E(,G(UH) - Rf(,@(un—lm
0
< Hl\(un —tn1) — (1= B) (V¥ o (un) = V¥ o (un-1))l|
0 1
+ ol un = un—1) = a(C¥ g(un) — C¥ g(un—1))|| + 2 1un = unll- 3.3)
X X

Now we have,

H(un - unfl) - O‘(C)b;,e(un) - C)b;,e(unfl))‘l
< H(un - un—l)H + |0‘|||C)L;,0(un) - C)%@(un—l)n
< (1 + |a|r)||(unp — un_1)]]. (3.4)

Also we have,

1 (tn = wp—1) = (1= B) (V¥ g (un) = V¥ p(un—1))|
< Hun - un71‘|2 - 2(1 - B)(J})}?)@(un) - y)b;,e(unfl)a
F((un = 1) = (1= B) (V% 6(un) = V¥ 6(un—1)))),
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< lun — tp—1 Hz —-2(1 - 5)<y)]?,9(un) - y§79(un_]),f(un — Un—1))
+ <(un - un—l) - 2(1 - ﬂ)(y)b;,e(un) - y)b;,e(un—l)) - (un - un—l)a f((un - un—l)
— (1= 8) V¥ o(un) = V% p(un-1))) = f(tn = tn-1) = f((un = un-1))),

using lemma 2.5 and given condition ps(s) < Ks?, we have

[1(n = un—1) = (1 = B) (VX p(n) = VX p(un—1))l|

< %1 —2(1— By + 64K(%)2)||un il (3.5)

Using (3.4) and (3.5) to evaluate (3.3), we get

Hun-H —UnH < MHun _un—1H7

kXO(\/(l -2(1=8)r + 64K(%)2) + (1 +alrs)) +1

kX

where =

Using condition (3.2), we find that ¢ < 1 and this implies, the sequence {u,} is Cauchy and
converges to some u € B.

Hence the result follows by lemma 3.1 as map X, E and all the operators defined by (2.2), (2.3)
and (2.4) are continuous. O

Now removing uniform and smoothness properties of B.

Theorem 3.3. Let B be a Banach space, X : B — B be a Lipschitz continuous and strongly
accretive maps and also a set valued map E : B — 28 be a X -accretive. Assume R;E{ﬂ follows
theorem 2.4. For some 0 > 0, if the condition:

R -2

10— 18](1 + kxax)
(la] + kxax)

< (laf +kxax) -0

is satisfied then the Cayley-Yosida inclusion problem (2.5) has at least a solution u € B and the
sequence obtained from iterative algorithm (3.1) strongly converges to u.

Proof. Using algorithm (3.1),

[tns1 — un|| = ||R;E(,a(9(1 - ﬁ)y)b;,e(un) + Rf{,a(un) - HaCf;e(un))
- R;E(,e(e(] - B)y)%,e(“nfl) + wa(un,l) - HaC)h;)e(un,l))H,

using theorem 2.4,

1
< EIW(l = B)VX p(un) + RE p(un) = 0aC p(un) — (0(1 = B)VX g (un—1)

+ R;E(,G(un—l) - gaC)E(,e(“n—l))H

6(1 + ﬁ| 1
< T8 198 ) = D2 pum )l + - [IRE (1) — RE ()]
kX kX
0o
+ 290168 () — € o))
X
0(1+ 1|8 1 1
< Y0180 (X () = X ()l 4 HIRE (1) = RE p(ttm)I]) + | [RE (1)
kx 0 kx

0lal

~ RE p(un—1)ll + E(ZIIRQQ(%) = RE p(n-1)l| + [1X (un) = X (un-1)I])
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0+ |af +|4]

— M)HR}EM(UH) - Rgﬂ(un—l)H =+ (T)“X(Un) = X (un—1)ll;

=( T
using theorem 2.4 and Lipschitz continuity of X, we get

2+ 1Bl +0lof O+ lol+If|

[lunt1 — wnl| < 6l|up —up—1]|, where 6 = %) i

Using condition (3.6), we find that 6 < 1 and this implies, the sequence {u,,} is cauchy and
converges to some u € 5.

Hence the result follows by lemma 3.1 as map X, E and all the operators defined by (2.2), (2.3)
and (2.4) are continuous. O

4 Generalized Resolvent Equation for Cayley-Yosida Inclusion Problem

Consider the problem, to find u,t € B, such that,
aCy g(u) + BYY o(u) + 9_1}-)?9@) =0, 4.1)
where f)%,e(t) =(I- X(R?;@))(t) and X(R;E(,e(t)) = (X(]:)%e))(t)-

The above problem (4.1) is a generalized resolvent equation which we call it generalized
resolvent equation for the Cayley-Yosida inclusion problem (2.5).

Proposition 4.1. Let X : B — B be a one to one map and for 6 > 0,

u="TRE,H(t), (4.2)

t=0(1—-B)V5 o(u) +RE o(u) — 6aC¥ o(u), (4.3)

then the generalized resolvent equation (4.1) has a solution u,t € B if and only if the Cayley-
Yosida inclusion problem (2.5) has a solution u € B.

Proof. Let u,t € B be the solution of (4.1), then,

90165,9(“) + 05y§79(u) = —]:)%,e(t)
= 0aC% o(u) + 08X p(u) = X(RE 4(t) — t
= 9010)%9(“) + eﬁy)E(,e(U) = X(Rf},@(@(l - 5)%?0(“) —+ wa(u) - eac)b;,e(u)))
—(0(1 = B)VX g(u) + RX o(u) — 0aCK o(u))
= 0V% o(u) = X(RX 4(0(1 = B)VX p(u) + RE 4(u) — 0aCK 4(u))) — RX 4(u)
= X( ) RX 9(“) ( ;E( (9( - 5)37)(,0(“) + R?{,e(u) - 90‘@%9(“)) -
X(u) = X(RE 4(0(1 = B)VX p(u) + R% g(u) — 0aC¥ 4(u))

)

~

since X : B — B is one to one map then,
u= R;E(,e(e(l - 5)3}5,9(16) + R;E(,e(u) - GaC)b;’e(u)).

this implies, v € B is solution of the Cayley-Yosida inclusion problem (2.5), follows from lemma
3.1

Conversely,
let u € BB be a solution of the Cayley-Yosida inclusion problem (2.5), then,

u= R?{,e(e(l - ﬁ)yg,e(“) + RJ)E(,G(“) - QQC)E(,B(U))~
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since t = 0(1 — B)V¥ 4(u) + R% 4(u) — 0aC% 4(u) and hence putting u = RY 4(t) int , we
have,
=t=0(1 - ﬁ)y)jg,a(R?(,e(t» + R;E(,G(R?(,e(t)) - GO‘C)E(,O(R])E(,G@))
=1t- 93})’?,0(735(,0(’5)) - R?{,e(Rg,e(t)) = *gﬂy)E(,e(Rg,e(t)) - eac)Ef,e(Rg,e(t))
= (I - 93}5,0(73?9)) t) — R;E(,e(R;E(,e(t)) = —9337)]?,9(72?0@)) - eaC)E(,e(R;E(,a(t))
= - (X~ R;E(,e))(R;E(,e)(t) - R%,Q(R;Ec,e(t) = —Oﬁy)E(,e(Rff,e(t)) - 904(3)]”;9(73?9(15))
= (I = X(R%))(1) = —0(BYX 6(RX 6(1)) + aC%,6(R 4(1)))
= ac)lg,e(“) + 53/)1?,9(“) + 971}—)]?,0(15) =0,

—~ =

hence the result follows. O
By proposition (4.1), the generalized resolvent equation (4.1) can be written as follows:
t =X (u) — aC¥ y(u) — BYX o(u) + (1 = 071)FX (1), (4.4)
Also, the equation (4.1) can be written as:
u=u— At = 0(aCx o(u) + BYX 5(u))), 4.5)
where A is a positive step size.

Next we will construct the iterative algorithm using (4.2) and (4.3).

Iterative Algorithm 4.1.

Let ug, ty € B then,
_ E
up = Rx (to),

and
ty = 0(1 — B)V¥ (o) + RY g(uo) — 0aC 5(uo),

similarly, we can obtain the following iterative algorithm for the sequences {u,,} and {¢,},

Up—1 = Rg‘(’e(tn—l% (4‘6)

and
tn =0(1 = B)V¥ g(un—1) + RE g(tn—1) — 0aC¥ g(un—1);n =,1,2,3,....,.  (4.7)

Next, the iterative algorithm is constructed by (4.4) as follows:

Iterative Algorithm 4.2.

Let ug, tp € B, we can find the following sequences {u,, } and {¢,}:
Un—1 = RY 4(tn—1), 4.8)
and
tn = X(u) — aC¥ g(tn-1) = BYXo(un—1) + (1 =0 NFX g(tn-1);n=,1,2,3,...... (49

Next we have constructed the iterative algorithm for (4.5) as follows:

Iterative Algorithm 4.3.

Let ug, tp € B, we can obtain following sequences {u,, } and {t, }:

U = tUn—1 — A(tn_1) — 0(aC% g(un—1) + BYX g(un—1));n =1,2,3,.....,. (4.10)
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Theorem 4.2. Let B be a Banach space, X : B — B be a Lipschitz continuous map and
E : B — 2B be a X-accretive set-valued map. Assume R?{,a’ resolvent operator follows
theorem 2.4. For some 0 > 0, if condition (3.6) given in theorem 3.3, that is,

+ ‘Bl(l +anX) < k%{ +kxax|a| +2
(lol + kxax) (lo] + kxax)

|6
is satisfied then (4.1) has at least a solution v € B and the sequences {uy} and {t,} obtained
from iterative algorithm (4.1) strongly converges to u and t respectively.

Proof. Using iterative algorithm (4.1),

[[tn1 = tall S (101 = B)VX g (un) + RE o(un) — 0aCK g (un—1) — (0(1 = B)VX o (un—1)
+ Rg,e(un—l) - eac)}g,e (un—1)l]
using same process as used in theorem 3.3,
||tn+l - tn” < 5||un - un71||7

where
= +ax .

1)
2] Fx

hence from (4.2), it is clear that,
1
||un - un—1|| < ?”tn - tn—1||
X

Using condition (3.6), we find that 6 < 1 and this implies, the sequences {u, } and {¢,} are
Cauchy and converge to some u, t € B3 respectively.

Hence the result follows by the proposition (4.1) as map X, F, all the operators defined by (2.2),
(2.3) and (2.4) are continuous. O

4.1 Example
Example

Let a single-valued map, X : B — B be given by, X (u) = %u and a set-valued map,
E : B — 2B be given by, E(u) = {1u}.

Now first we will show that X is a Lipschitz continuous.

3 3 3
— = ||l=-Uu— — = — — < —
1X () = X (w)]| = 50— Sull = 5llu—wl| < 2/ju - wl]

that is, X satisfied the Lipschitz continuity with ax = 2.

Now the generalized resolvent operator R 4, for § = 1,

10
wa(u) = (X +0E)""(u) = 7
hence,
10 10 10 2
E _pE — |22, — 2 I _ < Z _
IRE 5(w) = RE p(w)ll = l| g7 = 70l = 311w — wll < Slu - wl,

implies that R¥, , is a Lipschitz continuous with kx = 3.

Now the generalized Cayley operator C )]”;9 and the generalized Yosida operator y)b; 0

1
C)E;,e(u) = (273?(,0 - X)(U) = —3*4%

and
VEolu) = 5(X ~ RE )(w) = S0
X0 0 X.0 32
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so that for « = 1 and § = 1, the operator defined by (2.4), L’};e(u) = %u and hence,

10 10 10 12
E _ pE . ) _ < _
Hﬁx,e(u) £X,0(w)” = || 17»'9 17y|| = 17”“ wl| < 17”“ wl|,

that is L% , is a Lipschitz continuous with = 2

By using above considered argument, the condition (3.6) given in theorem 3.3 is satisfied.

Hence the sequence {u,,} is computed by the above argument as:

Up = R;E(,G(g(l - ﬁ)y)b;,e(unfl) + R)E(,e(unfl) - GO‘C)L;,H(Unfl))v

9
_pE (7
= Up = RX79(34UTL—1)7
e = 4
tn = 9gg -l

The above sequence converges to 0 as n — oo.
Moreover from above argument and the iterative algorithm (4.1), we have,

Up—1 = ﬁtnfl
and
b=,
" 289 "l

5 Gap Function and Error Bound

The theory of gap function for the Cayley inclusion problem (2.6) and the Yosida inclusion
problem (2.8), and related error bound is not studied yet. So due to this fact, in this section,
we discussed the theory of gap function for the Cayley-Yosida inclusion problem (2.7) and then
obtained error bound for the solution with the help of gap function for Cayley-Yosida inclusion
problem (2.5).

First, we define the gap function for the Cayley-Yosida inclusion problem (2.5).

Definition 5.1. A function 5 : B — R, is known to be gap (merit) function for (2.5) if,
1) n(u) > 0,Yu € B,
(ii) n(u*) = 0if and only if u* solves (2.5).

For u € B, let us define residual function, G : B — R by,
G(u) = u—RE o(0(1 = BV g(u) + RE 5(u) — 6aCy 5(u)) (5.1)

Theorem 5.2. Let G : B — R be a function given by (5.1), then ||G(u)|| is a gap function for
(2.5) if and only if u solves (2.5).

Proof. Clearly for all u € B, ||G(u)|| > 0 and rest is obvious by lemma 3.1. ]

Theorem 5.3. Let G : B — R be a function given by (5.1) and u* be the solution of (2.5). Also
consider the condition given by (3.6) is satisfied then, for all uw € B and for A, A > 0,

Al|G()|| < ffu—u”|| < N|G(u)]], (5.2)
Proof. Since u* solves (2.5), then,
ut = R;E(}(,(G(l - 5)y)E<,9(U*) + Rf{,e(U*) - QaCf;e(u*))
foru € B,

lJu —u*[| = |[u— (R§79(6(1 - 5)3))%9(“*) + R?(,G(U*) - 9040)%,0(“*)))”
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ol ] <l (RE (01 — B)VE o(u) + RE w) — BaCE ()]
+ ||(R§,0(9(1 - 5)3))1?,9(1‘) + R;E(,e(u) - GaCXﬂ( u)))
- (R;E(,o(e(l - /5)37)E(,9(U*) + R?{,e( ) — 9040)%9(“)))”

using theorem 2.4,

— Il —w7l] < G|+ 1001 = 1VE glu) + RE o(u) — 6aCE o(1)
= (001 = HYE (") + RE o (u7) = 0aCE o ()]
A0+ )

1
= [Ju—u"|| < [|G(u)]| + 1V o(u )*y)}g,a(U*)H+E||R§,9(U)*R§,9(U*)H

f|a
+ 221 () = CE plun-)]

— il < 1601+ X ) - X+ GRS o) — RE ()

bl

+$IIR§,9(U)—R§,( M+ 2= (ZHR?},e(U)—RQ,G(U*)\IﬂLHX(U)—X(u*)II)

N 2+ |8l +8la .
= - ull < G+ ) 1RE ) - RE )

+ (L ) - x o),

using theorem 2.4 and Lipschitz continuity of X,

2 16| +6lal | 0-+lol+]8

—u¥ll <
[lu = u*|] < |G (w)]] + ( o) kx

) —u]],

put,
1

A pr—
_ (2£181+0]e O+|o|+[B]
= (5 tax—7)

we have,

[lu =[] < AG(u)]],

hence by condition (3.6), we have A > 0.
Since for u € B,

1G] = llu = RX 4(0(1 = B)VX g (1) + RE o(u) — 0aCx o(u))|

= [|G(u)]| = [|lu - (R;E(,e(e(l - 5)3};,9(16) + Rg,o(“) - 904(3)]?,0(“)))
— (u* = (RE o(0(1 = B)VE o (u*) + R o(u*) — 0aC¥ 4(u*))))|

= |[G(u)|| < [Ju—u*|| + +[[(R% 4(0(1 = B)VX 4 (u) + RY 4(u) — 0aC% 4(u)))
- (R§,0(9(1 - /5)37)E(,0(U*) + R?{,e(U*) - GQCE,G(U*)))H

using theorem 2.4,
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1
= 1G] < flu — [ + 4+ [l6(1 - B)VK o) + RE (1) — 0aCK o (u)

= (0(1 = B)YK p(u”) + RE (u”) — 0aCx (u"))]]

similarly from above process, we have,

. 2+ (8] +0lef 0+ |o| + 8] .
G| < =]+ (T2 4 ax = - w7,
X X
put,
A= ! >0
1+ (2+\Bk|§:9|a\ Tax 9+|2L+\B|)
hence,

[lu = || = Al|G(u)]]-

m}

Corollary 5.4. If 5 = 0 and o = 1 with all assumptions considered in the theorems 5.2 and 5.3
then the residual function ||Gy(u)|| = ||u — R (0% o(u) + R o(u) — 0CK 4(w))|| is a gap
Sfunction for the Cayley inclusion problem (2.6) and error bound,

A[Gi(W)]] < Jlu =[] < M||Gi(w)]],
where Aj, \; > 0.

Corollary 5.5. If 8 = 1 and o = 0 with all assumptions considered in the theorems 5.2 and 5.3
then the residual function ||Ga(u)|| = [lu — R ,(R% 4(u))|| is a gap function for the Yosida
inclusion problem (2.7) and error bound,

Ao|Go ()] < [Ju — u™[| < Xo||Ga(u)]],
where Ay, Ay > 0.

The above corollaries 5.4 and 5.5 can be proved by similar process as we proved theorems
5.2 and 5.3, which are not discussed yet.

6 Conclusion and Remarks

The purpose of this study is to delve into the theory of the Cayley-Yosida inclusion problem and
its related gap function. We have developed an algorithm to solve the Cayley-Yosida inclusion
problem and its corresponding resolvent equation. Additionally, we have explored the existence
of theorems for the Cayley-Yosida inclusion problem and its related resolvent equation. As the
gap function is a crucial component of optimization theory, we have dedicated the final section of
our work to constructing gap function for the Cayley- Yosida inclusion problem, utilizing various
values of a and 5. Our findings provide valuable insights into this complex problem and offer
practical solutions for optimization challenges.
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