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Abstract In this paper, we present some results related to obtaining and studying the solu-
tions of generalized differential equations, using a certain generalized integral transformation.

1 Introduction

We know that the Fractional Calculus is contemporary with the Ordinary Calculus, classical,
integer order, this area, together with the Generalized Calculus are areas in expansion and
continuous development nowadays. In the last 50 years they have focused the attention of pure
and applied researchers and today they constitute one of the most dynamic areas of Mathematical
Sciences (see [59] and [27]). Recent results can be consulted in [14, 29, 61].

In Chapter 1 of [5] the author presents a historical tour of the development of the theory
of differential operators (from Newton to Caputo), including both local and global operators,
providing a large number of applications, with a qualitative difference between both types of op-
erators, and as a culmination, it presents a definition of a local derivative with a new parameter.
In conclusion, we can ‘̀... we can conclude that the Riemann-Liouville and Caputo operators are
not derivatives and, therefore, they are not fractional derivatives, but fractional operators. We
agree with the result [62] that the local fractional operator is not a fractional derivative" (p.24).
These local operators are new tools, as useful as the global ones and the integer ones, and which
have demonstrated their usefulness and potential in modeling and different applications.

Although local fractional derivatives have been used since the 1960s, it was not until 2014
that they were formalized with the work [38], where a local derivative, called conformable, is
defined as follows

Definition 1.1. Given a function ϕ : [0,+∞) → R, then the conformable fractional derivative of
f of order α, with 0 < α ≤ 1, is defined by

Tαϕ(τ) = lim
ε→0

ϕ(τ + εt(1−α))− ϕ(τ)

ε
, t > 0. (1.1)

Remark 1.2. If f is T-differentiable in some 0 < α ≤ 1, and lim
t→0+

Tαϕ(τ) exists, then de-

fine Tαϕ(0) = limt→0+ Tαϕ(τ). Additionally we have if f is differentiable then Tαϕ(τ) =
ϕ′(τ)t(1−α), of the latter we see that if α→ 1 we obtain the classical derivative.

Later, in 2018, the authors in [28] presented a fractional local derivative of a new type (see
[52]).
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Definition 1.3. Let ϕ : [0,+∞) → R a function. Then theN -derivative of ϕ of order α is defined

by 1N
(α)ϕ(τ) = limh→0

ϕ
(
τ+het

−α
)
−ϕ(τ)

h for all t > 0, α ∈ (0, 1). If ϕ is α-differentiable in
some (0, a), and limt→0+ 1N

(α)ϕ(τ) exists, then define 1N
(α)ϕ(0) = limt→0+ 1N

(α)ϕ(τ)

Lemma 1.4. Let ϕ : [0,+∞) → R be differentiable, then

1N
(α)ϕ(τ) = et

−α

ϕ′(τ). (1.2)

Remark 1.5. The authors justify the “non-conformable" term with which they named it, since
from (1.2) we obtain that when α→ 1 the ordinary derivative is not obtained and, therefore, the
slope of the tangent line to the curve at the point is not maintained.

A generalized derivative was defined in [53] (see also [23, 68]) in the following way.

Definition 1.6. Let ϕ : [0,+∞) → R, α ∈ (0, 1) and ϕ(τ, α) be some nonegative and absolutly
continuous function on I × (0, 1]. Then, the N-derivative of ϕ of order α is defined by

Nα
Fϕ(τ) = lim

ε→0

ϕ(τ + εF (τ, α))− ϕ(τ)

ε
, τ > 0. (1.3)

If ϕ is α-differentiable in some 0 < α ≤ 1, and lim
t→0+

Nα
Fϕ(τ) exists, then define Nα

Fϕ(0) =

limt→0+ N
α
Fϕ(τ).

Remark 1.7. This generalized derivative has proven its usefulness in various applications, to get
an idea we recommend consulting [31, 44, 46, 47, 48, 49, 51, 54, 55, 56, 63, 64, 65, 66].

Remark 1.8. If the kernel of the previous definition is F ≡ 1 the classical derivative is obtained.
By other hand, if we put h = εF (τ, α) in (1.3) then

Nα
Fϕ(τ) = lim

h→0

ϕ(τ + h)− ϕ(τ)

h
F (τ, α),

if f is differentiable then Nα
Fϕ(τ) = ϕ′(τ)F (τ, α).

Remark 1.9. It is clear that this definition encompasses both conformable and non-conformable
derivatives, which have appeared in recent years (see [28, 52] and the references cited above in

Remark 1.7). On the other hand, if F (τ, β) =
(
t+ 1

Γ(β)

)1−β

then we obtain the Beta-derivative
of [4, 7, 8].

The following is a result that distinguishes local derivatives from global classical ones.

Theorem 1.10. Let α ∈ (0, 1], γ N-differentiable at τ > 0 and ϕ differentiable at γ(τ) then
Nα

F (ϕ ◦ γ)(τ) = ϕ′(γ(τ))Nα
F γ(τ).

Remark 1.11. From the above definition, it is not difficult to extend the order of the derivative
for 0 ≤ n− 1 < α ≤ n by putting

Nα
Fh(τ) = lim

ε→0

h(n−1)(τ + εϕ(τ, α))− h(n−1)(τ)

ε
. (1.4)

If h(n) exists on some interval I ⊆ R, then we have Nα
Fh(τ) = ϕ(τ, α)h(n)(τ), with 0 ≤

n− 1 < α ≤ n.

The following result is the generalized version of the Mean Value Theorem.

Theorem 1.12. Let a1 > 0, and ϕ : [a, b] → R be a function that satisfies

i) ϕ is a continuous function on [a1, a2]

ii) ϕ is N-differentiable on (a1, a2), for some α ∈ (0, 1]
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Then, exists c ∈ (a1, a2) such that

Nα
Fϕ(c) =

[
ϕ(a2)− ϕ(a1)

a2 − a1

]
ϕ(c, α).

We can define the following associat integral (see [23, 32, 68]). Hereafter we will consider
that the kernel F of the following definition is a nonnegative and absolutely continuous function
on I × (0, 1].

Definition 1.13. We consider an interval I ⊆ R, a1, τ ∈ I and α ∈ R. Jα
F,a1

is the integral
operator defined in the following way, for every locally integrable function ϕ on I as

Jα
F,a1

(ϕ)(τ) =

∫ τ

a1

ϕ(s)

F (s, α)
ds =

∫ τ

a1

ϕ(s)dF s, τ > a1. (1.5)

The statement below is similar to the one well known from the classical calculus (see [23],
[32]and [68]).

Theorem 1.14. Let ψ be N -differentiable function in (τ0,∞) with α ∈ (0, 1]. Then for all τ > τ0
we have

a) Jα
F,τ0

(Nα
Fψ(τ)) = ψ(τ)− ψ(τ0).

b) Nα
F

(
Jα
F,τ0

ψ(τ)
)
= ψ(τ).

Theorem 1.15. (see [32]) Suppose that functions ϕ and γ satisfy the following assumptions on
[a1, a2]:

(1) ϕ, γ are integrable functions on [a1, a2].

(2) Let γ be a nonnegative (or nonpositive) function on [a1, a2].

(3) Let m = inf
[a1,a2]

|ϕ(τ)| and M = sup
[a1,a2]

|ϕ(τ)|.

Then, there exists a number x0 ∈ [a1, a2] such that ϕ(x0) ∈ [m,M ] and

Jα
F,a1

(ϕγ)(τ) = ϕ(x0)J
α
F,a1

(γ)(τ) (1.6)

An important propert (the Integration by parts) is established in the following result (see
Theorem 4 of [45]).

Theorem 1.16. Let u and v be N -differentiable function in (τ0,∞) with α ∈ (0, 1]. Then for all
τ > τ0 we have

Jα
F,τ0

((uNα
F v)(τ)) = [uv(τ)− uv(τ0)]− Jα

F,τ0
((vNα

Fu)(τ))

From [47] we can define the generalized partial derivatives in the following way.

Definition 1.17. We consider a real valued function ϕ : Rn → R and −→a = (a1, . . . , an) ∈ Rn a
point whose ith component is positive. Then the generalized partial N-derivative of ϕ of order α
in the point −→a = (a1, . . . , an) is defined by

Nα
Fi
ϕ(−→a ) = lim

ε→0

ϕ(a1, .., ai + εFi(ai, α), . . . , an)− ϕ(a1, . . . , ai, ..., an))

ε
(1.7)

if it exists, is denoted Nα
Fi,ti

ϕ(−→a ), and it’s called the ith generalized partial derivative of ϕ at
−→a of order α ∈ (0, 1].

Remark 1.18. If ϕ : Rn → R is a real valued function with n variables, with all generalized
partial derivatives of the order α ∈ (0, 1] at −→a and each ai > 0, then the generalized α-gradient
of ϕ of the order α ∈ (0, 1] at −→a Is given by

∇α
Nϕ(

−→a ) = (Nα
t1
ϕ(−→a ), . . . , Nα

tnϕ(
−→a )) (1.8)

In this paper we base the use of a generalized integral transformation, which allows us to
study generalized, ordinary, and partial differential equations, reducing them to the classic ordi-
nary differential equations. Inconsistencies in trying to use this method for classical fractional
differential equations are noted below.
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2 Main Results

In recent years, many results have been made to find exact solutions and study the qualitative
behavior of such solutions, to problems that can be modeled mathematically by fractional or
generalized derivatives. In particular, in the study of Fractional Equations and Systems (of
one or more variables), several transformations have been used to convert these, in the cor-
responding equations or ordinary systems. Unfortunately, sometimes this technique has been
used incorrectly, the central issue is the need to have a valid Chain Rule for the fractional
derivative considered. Recall that one of the limitations of global fractional derivatives (that is,
defined in terms of a certain integral), is the absence of said Rule of the Chain; therefore, in
those studies where the Transformation was used and that involved the derivatives of Caputo,
Riemann-Liouville and its “more modern" versions gave incorrect results (see [33], [40], [41],
[42] and [67] for the general fundamentals).

Let the system

Nα
F x(τ) = ϕ(x, y)

Nα
F y(τ) = γ(x, y)

(2.1)

Proposition 2.1. Suppose that there is a relation

ξ =

∫ τ

τ0

ds

F (s, α)
(2.2)

where t0 > 0 is a constant and 0 < α < 1, then there exists an equation transformation pair

Nα
F x(τ) = χ′(ξ)

Nα
F y(τ) = Ψ′(ξ).

(2.3)

Proof. From the basic properties of the Nα
F derivative (mainly the Chain Rule, see [28] and

[52]), we arrive at the following. Let x(τ) = χ(ξ), then

Nα
F x(τ) = Nα

Fχ(ξ)

=

[
χ′(ξ)

1
ϕ(τ, α)

]
ϕ(τ, α)

= χ′(ξ).

Analogously, we obtain the second relation of (2.7).

Remark 2.2. From the equations (2.7), it is clear that we can convert classical derivatives into
local fractional derivatives Nα

F and vice versa.

Take the relation (2.2) we arrive, from (2.1), at the following ordinary differential system

χ′ = χ′(ξ) = ϕ(χ(ξ),Ψ(ξ)) = ϕ(x, y)

Ψ′ = Ψ′(ξ) = γ(χ(ξ),Ψ(ξ)) = γ(x, y)

(2.4)

An interesting particular case of the previous general system is

χ′ = a(x, y)H[α(y)− F (x)]

Ψ′ = −b(y)g(x)
(2.5)
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The first system is the classic two-dimensional autonomous second-order system and the
second is a Liénard-type system, if we put a = b = 1, H(u) = u, α(y) = y and F (x) =∫ x

0 f(s)ds, we obtain the classic Liénard equation, one of the paradigms of Nonlinear Analysis.
It is clear then, that under the transformation (2.2), I can convert any generalized differen-

tial equation (or system), with any of the known local derivatives, into an ordinary differential
equation (or system).

Let us specify the above a little more. Consider, in addition to the system (2.1), the following
systems:

Nα
F x(τ) = ϕ(x, y)

Nβ
F y(τ) = γ(x, y)

(2.6)

and

x′(τ) = ϕ(x, y) ,

y′(τ) = γ(x, y) ,
(2.7)

We will consider that the functions ϕ and γ are good enough, to guarantee the existence and
uniqueness of the solutions of both systems.

From (2.6) we have

dy

dx
=
F (τ, β)

F (τ, α)

γ(x, y)

ϕ(x, y)
. (2.8)

Let’s take a solution U(x, y) of (2.7) and the curve V (x, y) which is the image of U by
applying a certain mapping Π. Let’s see that this image, V , is a solution of (2.6) as follows.

Let us consider the region x > 0, if in this region a point (x, y) belongs to the curve V , it is
clear that from the (2.6) we obtain

Nβ
F y(τ)

Nα
F x(τ)

=
F (τ, β)

F (τ, α)

dy

dx
.

In this way, we obtain that the curve V in the region x > 0 is a solution of (2.6) obtained
by multiplying the solution of (2.7) by a certain “factor" that contains a fractional integral of
complementary order to the derivative considered, in other words, the Jacobian of the change of
variables. If the solution U crosses the y-axis at some point (0, y1) we will have that the solution
V crosses the y-axis at (0,Π(0, y1)), with y1 > 0 or y1 < 0.

Let’s see the opposite case.
Let V ′(x, y) be a solution of (2.6) passing through the point (0,Π(0, y1)) and U ′(x, y) be the

inverse image of V ′ by the application of Π. Taking into account the uniqueness of the solutions
of (2.7), U and U ′ coincide, and then V and V ′ must also coincide due to the injectivity of Π

(the Jacobian F (τ,β)
F (τ,α) ̸= 0). In this way, we have that Π maps the solutions of (2.7) into those of

(2.6).
The same reasoning can be applied in the region x < 0.
From the above, it is clear that under the conditions xϕ(x, y) > 0 and xγ(x, y) > 0, for

x ̸= 0, then there is a Π isomorphism of the phase plane of the system (2.7) in the phase plane of
the system (2.6), which is a one-to-one correspondence between all solutions of (2.7) and those
of (2.6).

Remark 2.3. Additional details on the existence of the Π isomorphism, for a Liénard type system
(2.5), can be found in [22].

We are going to stop at some particular cases, to illustrate the use of a transformation of type
(2.2).
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2.1 Ordinary case

We study the oscillation of a class of Forced Generalized Differential Equations of α+ α order
with damping:

Nα
F [p(τ)Nα

F x(τ)] + q(τ)ϕ(τ, x(τ), Nα
F x(τ))N

α
F x(τ)+

+g(τ, x(τ)) = h(τ, x(τ), Nα
F x(τ)),

}
(2.9)

for τ ∈ I , and 0 < α < 1, and we will consider that the functions p, q, phi, g and h satisfy
the following conditions:

a) p ∈ Cα(I,R+), q ∈ C(I,R), and h ∈ C(K,R).
b) f ∈ C(R,R).
c) The function g ∈ C(I,R).
d) We assume that there exist continuous functions a : R → R and r, s : I → R, for all x ̸= 0

and t ∈ I , such that xa(x) > 0, a′(x) ≥ c > 0; and

g(τ, x(τ))

a(x)
≥ ρ(τ),

h(τ, x(τ), Nα
F x(τ))

a(x)
≤ σ(τ) for x ̸= 0.

In this section, we will only consider those solutions which are continuous and continuable
to I , and are not identically zero on any half-line [τ1,∞) for some τ1 > t0.

From the theory of ordinary differential equations we know that:
A) (2.9) is sublinear if a(x) satisfies 0 <

∫ ε

0
dz
a(z) <∞, 0 <

∫ −ε

0
dz
a(z) <∞, ε > 0,

B) (2.9) is superlinear if a(x) satisfies 0 <
∫∞
ε

dz
a(z) <∞, 0 <

∫ −∞
−ε

dz
a(z) <∞, ε > 0,

C) (2.9) is a mixed type if a(x) satisfies 0 <
∫∞

0
dz
a(z) <∞, 0 <

∫ −∞
0

dz
a(z) <∞.

We will say that equation (2.9) is oscillatory if all its solutions are oscillatory. A solution
x = x(τ) of (2.9) is called oscillatory if it has arbitrarily large zeros; otherwise, it is called
non-oscillatory, that is, a non-oscillatory solution is eventually positive or negative.

We now state and prove a first oscillation criterion for equation (2.9).

Theorem 2.4. Under conditions a)-d) we suppose that
i) p is a bounded function for t ∈ I , i.e. 0 < p(τ) ≤ a1 with a1 > 0,
ii) ϕ is bounded from below, i.e. ϕ(x) ≥ −c, c > 0 in K,
iii) there exists a continuously differentiable function u(τ) on I such that u(τ) > 0, u′(τ) ≥ 0

and u′′(τ) ≤ 0 on I , and γ(τ) = Nα
Fu(τ)p(τ) + cu(τ)q(τ) ≥ 0, Nα

F γ(τ) ≤ 0 for t ∈ I ,
iv) lim

t→∞
inf
∫ t

t0
u(z)(ρ(z)− σ(z))dz > −∞,

v) lim
t→∞

sup
(∫ t

t0

dz
u(z)

)−1 ∫ t

t0

1
u(z)

∫ z

t0
u(v)(ρ(v)− σ(v))dvdz = ∞.

Then equation (2.9) is oscillatory.

Proof. Let’s take a non-oscillating solution x = x(τ) of the equation (2.9), this can be considered
of constant sign, for τ large enough, that is, x(τ) ̸= 0 in [T,∞) for about T ≥ τ0. Furthermore,
we observe that the substitution y = −x transforms (2.9) in an equation subject to the same
conditions about the functions involved. So, there is no loss of generality to assume that x(τ) > 0
for all τ ≥ T .

Let

ξ0 =
∫ T

τ0

ds
F (s,α) , ξ =

∫ τ

τ0

ds
F (s,α) ,

U(ξ) = u(τ),Γ(ξ) = γ(τ), σ(ξ) = σ(τ), ρ(ξ) = ρ(τ), P (ξ) = p(τ).

}
(T)

Let’s define the following Riccati transformation:

ω(τ) =
u(τ)p(τ)Nα

F x(τ)

a(x(τ))
for all τ ≥ T. (2.10)

From (2.9) and the above expression (2.10) we obtain that

Nα
Fω(τ) ≤

γ(τ)Nα
F x(τ)

a(x(τ))
+ u(τ)(σ(τ)− ρ(τ))− ω2(τ)Nα

F a(x(τ))

u(τ)p(τ)
. (2.11)
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Let ω(τ) = Ω(ξ). Then Nα
Fω(τ) = Ω′(ξ) and Nα

F u(τ) = U ′(ξ). So, the above inequality is
transformed into

Ω
′(ξ) ≤ Γ(ξ)X ′(ξ)

a(X(ξ))
+ U(ξ)(σ(ξ)− ρ(ξ))− Ω2(ξ)K ′(X(ξ))

U(ξ)P (ξ)
.

Consequently, integrating form ξ0 to ξ, we obtain∫ ξ

ξ0
U(z)(ρ(z)− σ(z))dz ≤

≤ −Ω(ξ) + Ω(ξ0) +
∫ ξ

ξ0

Γ(z)X′(z)
a(X(z)) dz −

∫ ξ

ξ0

Ω
2(z)a′(X(ξ))
U(z)P (z) dz.

}
(2.12)

The integral
∫ ξ

ξ0

Γ(z)X′(z)
a(X(z)) dz is bounded above. This can be seen by applying the Mean Value

Theorem (Theorem 1.15 for g ≡ 1), for ξ ≥ ξ0 there exists ξ1 ∈ [ξ0, ξ] such that
∫ ξ

ξ0

Γ(z)X′(z)
a(X(z)) dz =

Γ(ξ1)
∫ ξ

ξ0

X′(z)
a(X(z))dz = Γ(ξ1)

∫X(ξ)

X(ξ0)
dr
a(r) ≤ Γ(ξ1)

∫ +∞
X(ξ0)

dr
a(r) = k1. It is clear that from (2.12) we

obtain ∫ ξ

ξ0

U(z)(ρ(z)− σ(z))dz ≤ −Ω(ξ) + k2 −
∫ ξ

ξ0

Ω2(z)a′(X(ξ))

U(z)P (z)
dz, (2.13)

where k2 = k1 + Ω(ξ0). Or, by virtue of condition i)∫ ξ

ξ0

U(z)(ρ(z)− σ(z))dz ≤ −Ω(ξ) + k2 − c

∫ ξ

ξ0

Ω2(z)

U(z)P (z)
dz. (2.14)

Now, we consider the behavior of X ′.

CASE 1. X ′ is oscillatory.
Then, there exists an infinite sequence {ξn}, with ξn =

∫ τn
T

ds
F (s,α) , such that ξn → ∞ as

n→ ∞ and X ′(ξn) = 0. Thus, (2.14) gives∫ ξn

ξ0

U(z)(ρ(z)− σ(z))dz ≤ k2 − c

∫ ξn

ξ0

Ω2(z)

U(z)P (z)
dz.

From iv) we get Ω
2(z)

U(z)P (z) ∈ L1[ξ0,∞). Thus, there exists a positive constant N such that∫ ξn
ξ0

Ω
2(z)

U(z)P (z)dz ≤ N for every ξ ≥ ξ0. From this and using the Schwartz inequality we obtain

that −
∫ ξn
ξ0

Ω(z)
U(z)dz ≤

√
aN

(∫ ξ

ξ0

dz
U(z)

) 1
2
. Furthermore, (2.14) gives

∫ ξ

ξ0
U(z)(ρ(z) − σ(z))dz ≤

−Ω(ξ) + k2, hence∫ ξ

ξ0

1
U(z)

∫ z

ξ0

U(v)(ρ(v)− σ(v))dvdz ≤ −
∫ ξ

ξ0

W (z)

U(z)
dz + k2

∫ ξ

ξ0

dz

U(z)
. (2.15)

Assumptions iii) implies that U(ξ) ≤ κ + µξ for all large ξ, where κ and µ are positive
constants. This ensures that

∫ ξ

ξ0

dz
U(z) = ∞. This fact and (2.15) implies that∫ ξ

ξ0

1
U(z)

∫ z

ξ0
U(v)(ρ(v)− σ(v))dvdz ≤

√
aN

(∫ ξ

ξ0

dz
U(z)

) 1
2
+ k2

∫ ξ

ξ0

dz
U(z) ≤

≤
(√

aN + k2

) ∫ ξ

ξ0

dz
U(z) .

Dividing by
∫ ξ

ξ0

dz
U(z) and taking the upper limit as ξ → ∞, we obtain a contradiction to ix).

CASE 2. X ′ > 0 for ξ0 < ξ1 ≤ ξ.
Then, it follows from (2.14) that

∫ ξn
ξ0
U(z)(ρ(z)−σ(z))dz ≤ k2 and consequently the desired

contradiction to ix).

CASE 3. X ′ < 0 for ξ0 < ξ2 ≤ ξ.
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If Ω
2(z)

U(z)P (z) ∈ L1[ξ0,∞), then we can follow the procedure of Case 1 to arrive at a contradic-

tion to v). Suppose now that Ω
2(z)

U(z)P (z) /∈ L1[ξ0,∞). From iv) and (2.13) we get for some constant
β > 0 that

−Ω(ξ) ≥ β +

∫ ξ

ξ2

Ω2(z)a′(X(ξ))

U(z)P (z)
dz (2.16)

for every ξ ≥ ξ2. Since Ω
2(z)

U(z)P (z) /∈ L1[ξ0,∞), there exists ξ3 ≥ ξ2 such that M = β +∫ ξ3

ξ2

Ω
2(z)a′(X(ξ))
U(z)P (z) dz > 0. Thus (2.16) ensures Ω(ξ) is negative on [ξ0,∞) and using this fact and

(2.13) we have

−Ω(ξ)

[
β +

∫ ξ

ξ2

ω2(z)a′(X(ξ))

U(z)P (z)
dz

]−1

≥ 1.

This inequality yields

ln

β +
∫ ξ

ξ2

Ω
2(z)K′(X(ξ))
U(z)P (z) dz

M

 ≥ ln
a(X(ξ3))

a(X(ξ))
.

From here we obtain

β +

∫ ξ

ξ2

Ω2(z)a′(X(ξ))

U(z)P (z)
dz ≥ M∗

a(X(ξ))

for every ξ ≥ ξ3, with M∗ = Ma(X(ξ3)) > 0. Hence from (2.16) and the above inequality
we derive that −Ω(ξ)a(X(ξ)) ≥M∗, and therefore

X(ξ) ≤ X(ξ3)−M∗
∫ ξ

ξ3

dz

U(z)P (z)
≤ X(ξ3)−

M∗

a

∫ ξ

ξ3

dz

U(z)
,

follows that X(ξ) → −∞ as ξ → ∞, a contradiction.
This completes the proof.

If in the previous theorem, we specify the function u used, more practical criteria are obtained
to analyze the oscillatory character of the equation (2.9).

Corollary 2.5. Equation (2.9) is oscillatory if A), ii) hold, γ(τ) = θτθ−1p(τ)+ cτθq(τ) ≥ 0 and
Nα

F γ(τ) ≤ 0 for some θ ∈ [0, 1],
lim
τ→∞

inf
∫ τ

τ0
zθ(ρ(z)− σ(z))dz > −∞,

lim
τ→∞

1
ln τ

∫ τ

τ0

dz
z

∫ z

τ0
v(ρ(v)− σ(v))dvdz >∞, if θ = 1,

lim
τ→∞

1
τ 1−θ

∫ τ

τ0

dz
zω

∫ z

τ0
vω(ρ(v)− σ(v))dvdz >∞, if 0 ≤ θ < 1.

Remark 2.6. The existence of function a(x) is very close to the oscillatory nature of equation
(2.9). So, if assumptions A), B) and i) are not fulfilled, we can exhibit equations that have
nonoscillatory solutions. For example, the equation (see [49]) with F (τ, α) = et

−α

:

Nα
1

[
e−τ−α

Nα
1 x(τ)

]
+ 2Nα

1 x(τ) + eτ
−α

Nα
1 x(τ) = 0,

has the nonoscillatory solution x(τ) = e−τ .

In the following result we do not assume that a(x) satisfies condition B). So, it may be appli-
cable for linear, sublinear or superlinear equations.

Theorem 2.7. Suppose that A) and i) hold. Moreover, assume that
vi) there exists a differentiable function ϕ : I → (0,∞) and continuous real functions h, H

on D := {(τ, z) : t ≥ z ≥ t0} and H has a continuous and nonpositive partial derivative on D
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with respect to the second variable such that H(τ, t) = 0 for t ≥ t0, H(τ, z) > 0 for t > z ≥ t0,
and

xi) −∂H(τ,z)
∂z = h(τ, z)

√
H(τ, z) for all (τ, z) ∈ D.

Then equation (2.9) is oscillatory if

xii)
Lim
t→∞

sup 1
H(τ,t0)

∫ t

t0
{ϕ(z)H(τ, z)(ρ(z)− σ(z))−

1
4k

[
p(z)ϕ(z)

(
h(τ, z)−

(
cq(z)
p(z) + ϕ′(z)

ϕ(z)

)√
H(τ, z)

)2
]}

dz = ∞.


Proof. Let x(τ) be a nonoscillatory solution of (2.9), say x(τ) > 0 for t ≥ t0. As in Theorem
2.4, we will consider the following notations:

ξ0 =

∫ T

t0

e−ϕ(s,α)ds, ξ =

∫ t

t0

e−ϕ(s,α)ds,

Φ(ξ) = ϕ(τ), Q(ξ) = q(τ), σ(ξ) = σ(τ), ρ(ξ) = ρ(τ), P (ξ) = p(τ),

Taking w(τ) = ϕ(τ)p(τ)x′(τ)
a(x(τ)) we obtain from (2.9) that

Nα
Fw(τ) ≤ ϕ(τ)(σ(τ)− ρ(τ)) +

(
cq(τ)

p(τ)
+
Nα

Fϕ(τ)

ϕ(τ)

)
w(τ)− kw2(τ)

ϕ(τ)p(τ)
.

Let w(τ) = W (ξ). Then Nα
Fw(τ) = W ′(ξ) and Nα

Fϕ(τ) = Φ′(ξ). So, the above inequality
is transformed into

W ′(ξ) ≤ Φ(ξ)(σ(ξ)− ρ(ξ)) +

(
cQ(ξ)

P (ξ)
+

Φ′(ξ)

Φ(ξ)

)
W (ξ)− kW 2(ξ)

Φ(ξ)P (ξ)
,

Consequently, integrating form ξ0 to ξ, we obtain

−
∫ ξ

ξ0
Φ(z)H(ξ, z)(ρ(z)− σ(z))dz ≤ −

∫ ξ

ξ0
H(ξ, z)W ′(z)dz+

+
∫ ξ

ξ0
H(ξ, z)

(
cQ(z)
P (z) + Φ

′(z)
Φ(z)

)
W (z)dz −

∫ ξ

ξ0

kH(ξ,z)W 2(z)
Φ(z)P (z) dz.

 (2.17)

From the right member of this inequality you get
H(ξ, ξ0)W (ξ0)−

∫ ξ

ξ0

(
−∂H(ξ,z)

∂z

)
W (z)dz+

+
∫ ξ

ξ0
H(ξ, z)

(
cQ(z)
P (z) + Φ

′(z)
Φ(z)

)
W (z)dz −

∫ ξ

ξ0

kH(ξ,z)W 2(z)
Φ(z)P (z) dz =

= H(ξ, ξ0)W (ξ0)−
−
∫ ξ

ξ0

[
h(ξ, z)

√
H(ξ, z)−H(ξ, z)

(
cQ(z)
P (z) + Φ

′(z)
Φ(z)

)
W (z) + kH(ξ,z)W 2(z)

Φ(z)P (z)

]
dz =

= H(ξ, ξ0)W (ξ0)−

−
∫ ξ

ξ0

[√
H(ξ,z)

Φ(z)P (z)W (z)−
√

Φ(z)P (z)

2
√
k

(
h(ξ, z)−

√
H(ξ, z)

(
cQ(z)
P (z) + Φ

′(z)
Φ(z)

))]2

dz+

+ 1
4k

∫ ξ

ξ0
P (z)Φ(z)

(
h(ξ, z)−

√
H(ξ, z)

(
cQ(z)
P (z) + Φ

′(z)
Φ(z)

))2
dz ≤

≤ H(ξ, ξ0)W (ξ0) +
1

4k

∫ ξ

ξ0
P (z)Φ(z)

(
h(ξ, z)−

√
H(ξ, z)

(
cQ(z)
P (z) + Φ

′(z)
Φ(z)

))2
dz.

Hence
1

H(ξ,ξ0)

∫ ξ

ξ0
{Φ(z)H(ξ, z)(ρ(z)− σ(z))−

1
4k

[
P (z)Φ(z)

(
h(ξ, z)−

(
cQ(z)
P (z) + Φ

′(z)
Φ(z)

)√
H(ξ, z)

)]
}dz ≤W (ξ0),


a contradiction with xii). This completes the proof.

Corollary 2.8. Suppose that condition xii) in the above Theorem can be replaced by
Lim
t→∞

sup 1
H(τ,t0)

∫ t

t0
ϕ(z)H(τ, z)(ρ(z)− σ(z))dz = ∞,

and

Lim
t→∞

sup 1
H(τ,t0)

∫ t

t0

[
p(z)ϕ(z)

(
h(τ, z)−

(
cq(z)
p(z) + ϕ′(z)

ϕ(z)

))2
]
dz ≤ ∞.

Then the conclusion of Theorem 2.7 holds.

Remark 2.9. The equation (2.9) was studied in [49], with the derivative 1N
(α), therefore, our

results obtained are valid for both conformable and non-conformable derivatives.
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Remark 2.10. The results obtained using the transformation (T) are possible because the N-
derivative admits a Chain Rule, that is to say, a similar transformation can not be defined for
global fractional derivatives.

Remark 2.11. In [50] the equation of order α+ α was studied:

Nα
F [p(τ)ϕ(x(τ))Nα

F x(τ)] + q(τ)g(x(τ)) = ρ(τ, x(τ), Nα
F x(τ)).

The generalized version of the latter can be used using the method set out above.

2.2 Partial case

We will present some examples of conformable partial differential equations, where a transfor-
mation of the type (2.2) is used, with ϕ(τ, α) = tα+1, to obtain analytical solutions and we will
sketch the method for a general kernel ϕ(τ, α).

In [69] they study the nonlinear fractional Klein-Gordon equation (conformable):

∂2αu(τ, x)

∂t2α
=
∂2u(τ, x)

∂x2 + au(τ, x) + cu3(τ, x), t > 0, 0 < α ≤ 1 (2.18)

using transformation:

u(τ, x) = ϕ(ξ), ξ = lx− λtα

α
. (2.19)

Using (2.19), the equation (2.18) reduces to the following ordinary differential equation:

ϕξξ =
a

λ2 − l2
ϕ+

c

λ2 − l2
ϕ3. (2.20)

Let us now consider the Generalized Equation of the Klein-Gordon type:

∂(α)

∂x(α)

(
∂(α)u(τ, x)

∂x(α)

)
=
∂2u(τ, x)

∂x2 + au(τ, x) + cu3(τ, x), t > 0, 0 < α ≤ 1 (2.21)

where for convenience, we have written Nα
F2,t

u(τ, x) = ∂(α)u(τ,x)
∂x(α) . Through transformation

u(τ, x) = ϕ(ξ), ξ = lx− F(τ, α), (2.22)

with F(τ, α) =
∫ t

0
ds

ϕ(s,α) , we have

∂(α)u(τ, x)

∂t(α)
= ϕ(τ, α)

∂u

∂t

= ϕ(τ, α)
dϕ(ξ)

dt

dξ

dt

= (−λ)dξ
dt
,

from this we obtain

∂(α)

∂t(α)

(
∂(α)u(τ, x)

∂t(α)

)

=
∂(α)

∂t(α)

(
(−λ)dξ

dt

)
= ϕ(τ, α)(−λ)d

2ϕ(ξ)

dt2
dξ

dt

= λ2 d
2ϕ(ξ)

dt2
.
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So, we obtain the same ordinary differential equation (2.20), reason why the conclusions of
this work, continue to be valid.

Remark 2.12. We should note that in equation (2.18) there is a notation error, instead of ∂2αu(τ,x)
∂t2α ,

should have been written ∂α

∂tα

(
∂αu(τ,x)

∂tα

)
, since the Law of Indices is not fulfilled, that is, the con-

formable derivative of order 2α, is not equal to the conformable derivative of order α+α which
is the one used in the work. That error is corrected in our generalized equation (2.21).

Remark 2.13. The results of [13, 18, 26, 36, 39, 60] can be generalized following the idea
presented above. The advantage that we obtain with this formulation concerning considering a
particular kernel (in these cases, conformable o beta derivative) is that we can model the process
from two points of view, varying the kernel itself and the order α.

2.3 Inconsistencies

From the previous two sections, we realize that the Chain Rule plays a major role in the trans-
formation used. In the case of classical fractional derivatives (global), this method cannot be
used due to the non-existence of such a derivative of a compound function. However, in [35]
a modified Riemann-Liouville derivative and a Chain Rule is stated that was later shown to be
false (see [43]), so several published works were incorrect. To interested readers, I can supply
these works, which we prefer not to present here.

3 Conclusions

In this work we have presented a transformation, that allows us to convert generalized differen-
tial equations into ordinary differential equations. We show the possibilities it offers in modeling,
given the double dependence of the method used (of the kernel and the α order).
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