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Abstract: In this present analysis, a new convolution complex operator defined on meromor-
phic functions related with the Hurwitz-Lerch zeta type functions and Kummer functions is con-
sidered. We obtain coefficient inequalities, distortion properties, closure theorems, Hadamard
product. Finally we obtain integral transforms for the class σx

µ(β, α, λ, ϱ, ω, ℘).

1 Introduction

Let A denote the class of all functions f(z) of the form

f(z) = z +
∞∑
n=2

anz
n (an ∈ C), (1.1)

in the open unit disc E = {z ∈ C : |z| < 1}. Let S be the subclass of A consisting of univalent
functions and satisfy the following usual normalization condition f(0) = f ′(0) − 1 = 0. We
denote by S the subclass of A consisting of functions f(z) which are all univalent in E. A
function f ∈ A is a starlike function by the order α, 0 ≤ α < 1, if it satisfy

ℜ
{
zf ′(z)

f(z)

}
> α (z ∈ E). (1.2)

We denote this class with S∗(α) . A function f ∈ A is a convex function by the order α, 0 ≤
α < 1, if it satisfy

ℜ
{

1 +
zf ′′(z)

f ′(z)

}
> α (z ∈ E). (1.3)

We denote this class with K(α).
Let T denote the class of functions analytic in E that are of the form

f(z) = z −
∞∑
n=2

anz
n (an ≥ 0, z ∈ E) (1.4)

and let T ∗(α) = T ∩ S∗(α), C(α) = T ∩ K(α). The class T ∗(α) and allied classes possess
some interesting properties and have been extensively studied by Silverman [24] and others.

A function f ∈ A is said to be in the class of uniformly convex functions of order γ and type
β, denoted by UCV (β, γ), if

ℜ
{

1 +
zf ′′(z)

f ′(z)
− γ

}
> β

∣∣∣∣zf ′′(z)f ′(z)

∣∣∣∣ , (1.5)
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where β ≥ 0, γ ∈ [−1, 1) and β + γ ≥ 0 and it is said to be in the class corresponding class
denoted by SP (β, γ), if

ℜ
{
zf ′(z)

f(z)
− γ

}
> β

∣∣∣∣zf ′(z)f(z)
− 1
∣∣∣∣ , (1.6)

where β ≥ 0, γ ∈ [−1, 1) and β + γ ≥ 0. Indeed it follows from (1.5) and (1.6) that

f ∈ UCV (γ, β) ⇔ zf ′ ∈ SP (γ, β). (1.7)

For β = 0, we get respectively, the classes K(γ) and S∗(γ). The function of the class
UCV (1, 0) ≡ UCV are called uniformly convex functions were introduced and studied by
Goodman with geometric interpretation in [14, 15]. The class SP (1, 0) ≡ SP is defined by
Rønning [21]. The classes UCV (1, γ) ≡ UCV (γ) and SP (1, γ) ≡ SP (γ) are investigated by
Rønning in [20]. For γ = 0, the classes UCV (β, 0) ≡ β − UCV and SP (β, 0) ≡ β − SP are
defined respectively, by Kanas and Wisniowska in [12,13].

Further Bharathi et al. [5] and others [3, 29, 30, 31] have studied and investigated interesting
properties for the classes UCV (β, γ) and SP (β, γ).

In this context, the term hypergeometric function, first coined by Wallis in the year 1655, also
known as the hypergeometric series is in the complex plane C and the open unit disk E = {z ∈
C : |z| < 1}. This function was discussed by Euler first, and then systematically investigated by
Gauss in 1813. We note that

2F1(ϱ, v;ω; z) =
∞∑
k=0

(ϱ)k(v)k
(ω)k

zk

k!
, (ϱ, v ∈ C, ω ∈ C\{0,−1, · · · }, |z| < 1) ,

here (ω)k is the Pochhammer (rising) symbol and is defined as:

(ω)k =

{
1 k = 0
ω(ω + 1) · · · (ω + k − 1) k ∈ N = {1, 2, · · · }

.

Subsequently, in 1837, Kummer presented the Kummer function, namely confluent hyper ge-
ometric function, as a solution of a Kummer differential equation. This function is written as
[6]:

K(ϱ;ω, z) =
∞∑
k=0

(ϱ)k
(ω)k

zk

k!
= 1F1(ϱ;ω; z) (ϱ ∈ C, ω ∈ C\{0,−1, . . .}, |z| < 1).

Furthermore, the zeta functions constitute some phenomenal special functions that appear in
the study of Analytic Number Theory (ANT). There are a number of generalizations of the Zeta
function, such as Euler-Riemann zeta function, Hurwitz zeta function, and Lerch zeta function.
The Euler-Riemann zeta function plays a pioneering role in ANT, due to its advantages in dis-
cussing the merits of prime numbers. It also has fruitful implementations in probability theory,
applied statistics, and physics. Euler first formulated this function, as a function of a real vari-
able, in the first half of the 18 th century. Then, in 1859 , Riemann utilized complex analysis
to expand on Euler’s definition to a complex variable. Symbolized by S(x), the definition was
posed as the Dirichlet series:

S(x) =
∞∑
k=1

1
kx

for ℜ(x) > 1.

Later, the more general zeta function, currently called Hurwitz zeta function, was also pro-
pounded by Adolf Hurwitz in 1882, as a general formula of the Riemann zeta function consid-
ered as [19]:

S(µ, x) =
∞∑
k=0

1
(k + µ)x

for ℜ(x) > 1,ℜ(µ) > 1.

More generally, the famed Hurwitz-Lerch zeta function f(µ, x, z) is described as [9] :
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ϕµ,x(z) =
∞∑
k=0

zk

(k + µ)x
for ℜ(x) > 1,ℜ(µ) > 1, (1.8)

(
µ ∈ C\Z−

0 , x ∈ C when |z| < 1;ℜ(x) > 1 when |z| = 1
)
.

A generalization of (1.8) was proposed by Goyal and Laddha [16] in 1997, in the following
formula:

ψ℘
µ,x(z) =

∞∑
k=0

(℘)k
k!

zk

(k + µ)x
for ℜ(x) > 1,ℜ(µ) > 1, (1.9)

(
℘ ∈ C, µ ∈ C\Z−

0 , x ∈ C when |z| < 1;ℜ(x− ℘) > 1 when |z| = 1
)
.

Along with these, there are more remarkable diverse extensions and generalizations that con-
tributed to the rise of new classes of the Hurwitz-Lerch zeta function in ([10, 11, 26, 27, 28]) . In
this effort, by utilizing analytic techniques, a new linear (convolution) operator of morphometric
functions is investigated and introduced in terms of the generalized Hurwitz-Lerch zeta functions
and Kummer functions. Moreover, sufficient stipulations are determined and examined in order
for some formulas of this new operator to achieve subordination. Therefore, these outcomes are
an extension for some well known outcomes of starlikeness, convexity, and close to convexity.

Let σ represent the class of normalized meromorphic functions f(z) by

f(z) =
1
z
+

∞∑
k=1

akz
k (1.10)

that are regular in the punctured unit disk

E∗ = {z : z ∈ C and 0 < |z| < 1}.

Furthermore, it indicates the classes of meromorphic starlike functions of order ξ and meromor-
phic convex of order ξ by σS∗(ξ) and σk(ξ), (ξ ≥ 0), respectively (see [1, 26, 27]).

The convolution product of two meromorphic functions fℓ(z)(ℓ = 1, 2) in the following
formula:

fℓ(z) =
1
z
+

∞∑
k=1

ak,ℓz
k (ℓ = 1, 2)

is defined by

(f1 ∗ f2) (z) =
1
z
+

∞∑
k=1

ak,1ak,2z
k.

Let us consider the following special function K̃(ϱ;ω, z) by:

K̄(ϱ;ω, z) =
1
z
+

∞∑
k=0

(ϱ)k+1

(ω)k+1

zk

(k + 1)!
, (1.11)

(℘ ∈ C, ω ∈ C\{0,−1, · · · }, z ∈ E∗) .

Corresponding to (1.11) and (1.9), based on a convolution tool, we imposed the following new
convolution complex operator for f(z) ∈ σ as:

Lx
µ(ϱ, ω, ℘)f(z) = K̃(ϱ;ω, z) ∗Ax,µ(z) ∗ f(z)

=
1
z
+

∞∑
k=1

Φk(µ, ℘, ϱ, x, ω)akz
k (1.12)

where

Φk = Φk(µ, ℘, ϱ, x, ω) =
(ϱ)k+1(℘)k+1

(ω)k+1(k + 1)!(k + 1)!

(
µ+ 1

µ+ k + 1

)x
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and

Ax,µ(z) = (µ+ 1)x
[
ψ℘
µ,x(z)−

1
µx

+
1

z(µ+ 1)x

]
=

1
z
+

∞∑
k=1

(℘)k+1

(k + 1)!

(
µ+ 1

µ+ k + 1

)x

zk (z ∈ E∗)

Motivated by Atshan and kulkarni [4], Dziok et al. [7], El-Deeb et al. [8], Ghanim et al. [12],
Rosy et al. [22], Sivaprasad Kumar et al. [25] and Venkateswarlu et al. [29, 30, 31], now we
define a new subclass σx

µ(β, α, λ, ϱ, ω, ℘) of Σ.

Definition 1.1. For 0 ≤ β < 1, α ≥ 0, 0 ≤ λ < 1
2 , we let σx

µ(β, α, λ, ϱ, ω, ℘) be the subclass of
Σ consisting of functions of the form (1.10) and satisfying the analytic criterion

−ℜ

(
z(Lx

µ(ϱ, ω, ℘)f(z))
′ + λz2(Lx

µ(ϱ, ω, ℘)f(z))
′′

(1 − λ)Lx
µ(ϱ, ω, ℘)f(z) + λz(Lx

µ(ϱ, ω, ℘)f(z))
′ + β

)
(1.13)

> α

∣∣∣∣∣ z(Lx
µ(ϱ, ω, ℘)f(z))

′ + λz2(Lx
µ(ϱ, ω, ℘)f(z))

′′

(1 − λ)Lx
µ(ϱ, ω, ℘)f(z) + λz(Lx

µ(ϱ, ω, ℘)f(z))
′ + 1

∣∣∣∣∣ .
In order to prove our results we need the following lemmas [2].

Lemma 1.2. If η is a real number and ω is a complex number then

ℜ(ω) ≥ η ⇔ |ω + (1 − η)| − |ω − (1 + η)| ≥ 0.

Lemma 1.3. If ω is a complex number and η, k are real numbers then

−ℜ(ω) ≥ k|ω + 1|+ η ⇔ −ℜ
(
ω(1 + keiθ) + keiθ

)
≥ η,−π ≤ θ ≤ π.

The main object of this paper is to study some usual properties of the geometric function
theory such as the coefficient bounds, distortion properties, closure theorems, Hadamard product
and integral transforms for the class σx

µ(β, α, λ, ϱ, ω, ℘).

2 Coefficient estimates

In this section, we obtain necessary and sufficient condition for a function f to be in the class
σx
µ(β, α, λ, ϱ, ω, ℘).

Theorem 2.1. Let f ∈ Σ be given by (1.10). Then f ∈ σx
µ(β, α, λ, ϱ, ω, ℘) if and only if

∞∑
k=1

[(1 + (k − 1)λ)][k(α+ 1) + (α+ β)]Φkak ≤ (1 − β)(1 − 2λ). (2.1)

Proof. Let f ∈ σx
µ(β, α, λ, ϱ, ω, ℘). Then by Definition 1.1 and using Lemma 1.3, it is enough to

show that

−ℜ

{
z(Lx

µ(ϱ, ω, ℘)f(z))
′ + λz2(Lx

µ(ϱ, ω, ℘)f(z))
′′

(1 − λ)Lx
µ(ϱ, ω, ℘)f(z) + λz(Lx

µ(ϱ, ω, ℘)f(z))
′ (1 + αeiθ) + αeiθ

}
≥ β,−π ≤ θ ≤ π.

(2.2)
For convenience

C(z) =−
[
z(Lx

µ(ϱ, ω, ℘)f(z))
′ + λz2(Lx

µ(ϱ, ω, ℘)f(z))
′′] (1 + αeiθ)

− αeiθ
[
(1 − λ)Lx

µ(ϱ, ω, ℘)f(z) + λz(Lx
µ(ϱ, ω, ℘)f(z))

′]
D(z) =(1 − λ)Lx

µ(ϱ, ω, ℘)f(z) + λz(Lx
µ(ϱ, ω, ℘)f(z))

′.
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That is, the equation (2.2) is equivalent to

−ℜ
(
C(z)

D(z)

)
≥ β.

In view of Lemma 1.2, we only need to prove that

|C(z) + (1 − β)D(z)| − |C(z)− (1 + β)D(z)| ≥ 0.

Therefore

|C(z) + (1 − β)D(z)|

≥(2 − β)(1 − 2λ)
1
|z|

−
∞∑
k=1

[k − (1 − β)][1 + λ(k − 1)]Φkak|z|k

− α

∞∑
k=1

(k + 1)[1 + λ(k − 1)]Φkak|z|k

and |C(z)− (1 + β)D(z)|

≤β(1 − 2λ)
1
|z|

+
∞∑
k=1

[k + (1 + β)][1 + λ(k − 1)]Φkak|z|k

+ α

∞∑
k=1

(k + 1)[1 + λ(k − 1)]Φkak|z|k.

It is to show that

|C(z) + (1 − β)D(z)| − |C(z)− (1 + β)D(z)|

≥2(1 − β)(1 − 2λ)
1
|z|

− 2
∞∑
k=1

[(k + β)(1 + (k − 1)λ)]Φkak|z|k

− 2α
∞∑
k=1

(k + 1)(1 + (k − 1)λ)Φkak|z|k

≥0, by the given condition (2.1).

Conversely suppose f ∈ σx
µ(β, α, λ, ϱ, ω, ℘). Then by Lemma 1.2, we have (2.2).

Choosing the values of z on the positive real axis the inequality (2.2) reduces to

ℜ

 [(1−2λ)(1−β)(1+αeiθ)] 1
z2 +

∞∑
k=1

{k+αeiθ(k+1)+β}[1+λ(k−1)]Φkz
k−1

(1−2λ) 1
z2 +

∞∑
k=1

[1+λ(k−1)]Φkakzk−1

 ≥ 0.

Since ℜ(−eiθ) ≥ −|eiθ| = −1, the above inequality reduces to

ℜ

 [(1−2λ)(1−β)(1+αeiθ)] 1
r2 +

∞∑
k=1

{k+α(k+1)+β}[1+λ(k−1)]Φkakr
k−1

(1−2λ) 1
r2 +

∞∑
k=1

[1+λ(k−1)]Φkrk−1

 ≥ 0.

Letting r → 1− and by the mean value theorem, we have obtained the inequality (2.1).

Corollary 2.2. If f ∈ σx
µ(β, α, λ, ϱ, ω, ℘) then

ak ≤ (1 − β)(1 − 2λ)
[1 + λ(k − 1)][k(1 + α) + (β + α)]Φk

. (2.3)

The result is sharp for the function

f(z) =
1
z
+

(1 − β)(1 − 2λ)
[1 + λ(k − 1)][k(1 + α) + (β + α)]Φk

zk. (2.4)
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By taking λ = 0 in Theorem 2.1, we get the following corollary.

Corollary 2.3. If f ∈ σx
µ(β, α, ϱ, ω, ℘) then

ak ≤ 1 − β

[k(1 + α) + (β + α)]Φk
. (2.5)

3 Distortion theorem

Theorem 3.1. If f ∈ σx
µ(β, α, λ, ϱ, ω, ℘) then for 0 < |z| = r < 1,

1
r
− (1 − β)(1 − 2λ)

(2α+ β + 1)Φ1
r ≤ |f(z)| ≤ 1

r
+

(1 − β)(1 − 2λ)
(2α+ β + 1)Φ1

r. (3.1)

This result is sharp for the function

f(z) =
1
z
+

(1 − β)(1 − 2λ)
(2α+ β + 1)Φ1

z. (3.2)

Proof. Since f(z) = 1
z +

∞∑
k=1

akz
k, we have

|f(z)| = 1
r
+

∞∑
k=1

akr
k ≤ 1

r
+ r

∞∑
k=1

ak. (3.3)

Since k ≥ 1,
(2α+ β + 1)Φ1 ≤ [1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk,

using Theorem 2.1, we have

(2α+ β + 1)Φ1

∞∑
k=1

ak ≤
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

≤ (1 − β)(1 − 2λ)

⇒
∞∑
k=1

ak ≤ (1 − β)(1 − 2λ)
(2α+ β + 1)Φ1

.

Using the above inequality in (3.3), we have

|f(z)| ≤ 1
r
+

(1 − β)(1 − 2λ)
(2α+ β + 1)Φ1

r

and

|f(z)| ≥ 1
r
− (1 − β)(1 − 2λ)

(2α+ β + 1)Φ1
r.

The result is sharp for the function f(z) = 1
z + (1−β)(1−2λ)

(2α+β+1)Φ1
z.

The proof of the following corollary is analogous to that of Theorem 3.1 and so we omit the
proof.

Corollary 3.2. If f ∈ σx
µ(β, α, λ, ϱ, ω, ℘) then

1
r2 − (1 − β)(1 − 2λ)

(2α+ β + 1)Φ1
≤ |f ′(z)| ≤ 1

r2 +
((1 − β)(1 − 2λ)
(2α+ β + 1)Φ1

.

The result is sharp for the function given by (3.2).
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4 Closure theorems

Let the function fj be defined, for j = 1, 2, · · · ,m, by

fj(z) =
1
z
+

∞∑
k=1

ak,jz
k, ak,j ≥ 0. (4.1)

Theorem 4.1. Let the functions fj , j = 1, 2, · · · ,m defined by (4.1) be in the class σx
µ(β, α, λ, ϱ, ω, ℘).

Then the function h defined by

h(z) =
1
z
+

∞∑
k=1

 1
m

m∑
j=1

ak,j

 zk (4.2)

also belongs to the class σx
µ(β, α, λ, ϱ, ω, ℘).

Proof. Since fj , j = 1, 2, · · · ,m are in the class σx
µ(β, α, λ, ϱ, ω, ℘), it follows from Theorem

2.1, that
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φkak,j ≤ (1 − β)(1 − 2λ),

for every j = 1, 2, · · · ,m. Hence,

∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

 1
m

m∑
j=1

ak,j


=

1
m

m∑
j=1

( ∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φkak,j

)
≤ (1 − β)(1 − 2λ).

From Theorem (2.1), it follows that h ∈ σx
µ(β, α, λ, ϱ, ω, ℘).

This completes the proof of Theorem 4.1.

Theorem 4.2. The class σx
µ(β, α, λ, ϱ, ω, ℘) is closed under convex linear combinations.

Proof. Let the functions fj , j = 1, 2, · · · ,m defined by (4.1) be in the class σx
µ(β, α, λ, ϱ, ω, ℘).

Then it is sufficient to show that the function

h(z) = ςf1(z) + (1 − ς)f2(z), 0 ≤ ς ≤ 1 (4.3)

is in the class σx
µ(β, α, λ, ϱ, ω, ℘). Since for 0 ≤ ς ≤ 1,

h(z) =
1
z
+

∞∑
k=1

[ςak,1 + (1 − ς)ak,1]z
k, (4.4)

with the aid of Theorem 2.1, we have
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk[ςak,1 + (1 − ς)ak,1]

= ς

∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk ak,1

+ (1 − ς)
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk ak,2

≤ ς(1 − β)(1 − 2λ) + (1 − ς)(1 − β)(1 − 2λ)

= (1 − β)(1 − 2λ),

which implies that h ∈ σx
µ(β, α, λ, ϱ, ω, ℘).
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Theorem 4.3. Let f0(z) =
1
z and

fk(z) =
1
z
+

∞∑
k=1

(1 − β)(1 − 2λ)
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

zk, k ≥ 1. (4.5)

Then f is in the class σx
µ(β, α, λ, ϱ, ω, ℘) if and only if can be expressed in the form

f(z) =
∞∑
k=0

ωkfk(z), (4.6)

where ωk ≥ 0 and
∞∑
k=0

ωk = 1.

Proof. Assume that

f(z) =
∞∑
k=0

ωkfk(z)

=
1
z
+

∞∑
k=1

(1 − β)(1 − 2λ)
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

zk.

Then it follows that
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)

× (1 − β)(1 − 2λ) zk

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

=
∞∑
k=1

ωk = 1 − ω0 ≤ 1

which implies that f ∈ σx
µ(β, α, λ, ϱ, ω, ℘).

Conversely, assume that the function f defined by [1.10] be in the class f ∈ σx
µ(β, α, λ, ϱ, ω, ℘).

Then

ak ≤ (1 − β)(1 − 2λ)
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

.

Setting

ωk =
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)
ak,

where

ω0 = 1 −
∞∑
k=0

ωk,

we can see that f can be expressed in the form (4.6).

Corollary 4.4. The extreme points of the class σx
µ(β, α, λ, ϱ, ω, ℘) are the functions f0(z) = 1

z
and

fk(z) =
1
z
+

(1 − β)(1 − 2λ)
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

zk. (4.7)

5 Modified Hadamard products

Let the functions fj(j = 1, 2) defined by (4.1). The modified Hadamard product of f1 and f2 is
defined by

(f1 ∗ f2)(z) =
1
z
+

∞∑
k=1

ak,1ak,2z
k = (f2 ∗ f1)(z). (5.1)
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Theorem 5.1. Let the function fj(j = 1, 2) defined by (4.1) be in the class σx
µ(β, α, λ, ϱ, ω, ℘).

Then f1 ∗ f2 ∈ σx
µ(β, α, λ, ϱ, ω, ℘), where

φ = 1 − 2(1 − β)2(1 − 2λ)(1 + α)

(2α+ β + 1)2Φ1 + (1 − β)2(1 − 2λ)
. (5.2)

The result is sharp for the functions fj(j = 1, 2) given by

fj(z) =
1
z
+

(1 − β)(1 − 2λ)
(2α+ β + 1)Φ1

z, (j = 1, 2). (5.3)

Proof. Employing the technique used earlier by Schild and Silverman [23], we need to find the
largest real parameter φ such that

∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ φ)]Φk

(1 − φ)(1 − 2λ)
ak,1ak,2 ≤ 1. (5.4)

Since fj ∈ σx
µ(β, α, λ, ϱ, ω, ℘), j = 1, 2, we readily see that

∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β]Φk

(1 − β)(1 − 2λ)
ak,1 ≤ 1

and
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β]Φk

(1 − β)(1 − 2λ)
ak,2 ≤ 1.

By Cauchy- Schwarz inequality, we have
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β]Φk

(1 − β)(1 − 2λ)
√
ak,1ak,2 ≤ 1. (5.5)

Then it is sufficient to show that
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ φ)]Φk

(1 − φ)(1 − 2λ)
ak,1ak,2

≤
∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β]Φk

(1 − β)(1 − 2λ)
√
ak,1ak,2

or equivalently that
√
ak,1ak,2 ≤ [k(1 + α) + (α+ β](1 − φ)

[k(1 + α) + (α+ φ](1 − β)
.

Hence, it light of the inequality (5.5), it is sufficient to show that

(1 − β)(1 − 2λ)
[1 + λ(k − 1)][k(1 + α) + (α+ β]Φk

≤ [k(1 + α) + (α+ β](1 − φ)

[k(1 + α) + (α+ φ](1 − β)
. (5.6)

It follows from (5.6) that
φ ≤ 1 − (1−β)2(1−2λ)(1+α)(k+1)

[1+λ(k−1)][k(1+α)+(α+β]2Φk+(1−β)2(1−2λ) .

Now defining the function E(k),
E(k) = 1 − (1−β)2(1−2λ)(1+α)(k+1)

[1+λ(k−1)][k(1+α)+(α+β]2Φk+(1−β)2(1−2λ) .

We see that E(k) is an increasing of k, k ≥ 1. Therefore, we conclude that

φ ≤ E(k) = 1 − 2(1 − β)2(1 − 2λ)(1 + α)

(2α+ β + 1)2Φ1 + (1 − β)2(1 − 2λ)
,

which evidently completes the proof of Theorem 5.1.
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Using arguments similar to those in the proof of Theorem 5.1, we obtain the following theo-
rem.

Theorem 5.2. Let the function f1 defined by (4.1) be in the class σx
µ(β, α, λ, ϱ, ω, ℘). Suppose

also that the function f2 defined by (4.1) be in the class σx
µ(ρ, β, α, λ, ϱ, ω, ℘). Then f1 ∗ f2 ∈

σx
µ(ζ, β, α, λ, ϱ, ω, ℘), where

ζ = 1 − 2(1 − β)(1 − ρ)(1 − 2λ)(1 + α)

(2α+ β + 1)(2α+ ρ+ 1)Φ1 + (1 − β)(1 − ρ)(1 − 2λ)
. (5.7)

The result is sharp for the functions fj(j = 1, 2) given by

f1(z) =
1
z
+

(1 − β)(1 − 2λ)
(2α+ β + 1)Φ1

z

and

f2(z) =
1
z
+

(1 − ρ)(1 − 2λ)
(2α+ ρ+ 1)Φ1

z.

Theorem 5.3. Let the function fj(j = 1, 2) defined by (4.1) be in the class σx
µ(β, α, λ, ϱ, ω, ℘).

Then the function

h(z) =
1
z
+

∞∑
k=1

(a2
k,1 + a2

k,2)z
k (5.8)

belongs to the class σx
µ(ε, β, α, λ, ϱ, ω, ℘), where

ε = 1 − 4(1 − β)2(1 − 2λ)(1 + α)

(2α+ β + 1)2Φ1 + 2(1 − β)2(1 − 2λ)
. (5.9)

The result is sharp for the functions fj(j = 1, 2) given by (5.3).

Proof. By using Theorem 2.1, we obtain

∞∑
k=1

{
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)

}2

a2
k,1

≤
∞∑
k=1

{
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)
ak,1

}2

≤ 1 (5.10)

and

∞∑
k=1

{
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)

}2

a2
k,2

≤
∞∑
k=1

{
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)
ak,2

}2

≤ 1. (5.11)

It follows from (5.10) and (5.11) that

∞∑
k=1

1
2

{
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)

}2

(a2
k,1 + a2

k,2) ≤ 1.
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Therefore, we need to find the largest ε such that

[1 + λ(k − 1)][k(1 + α) + (α+ ε)]Φk

(1 − ε)(1 − 2λ)

≤1
2

{
[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)

}2

,

that is

ε ≤ 1 − 2(1 − β)2(1 − 2λ)(1 + α)(k + 1)
1 + λ(k − 1)][k(1 + α) + (α+ β)]2Φk + 2(1 − β)2(1 − 2λ)

.

Since

G(k) =1 − 2(1 − β)2(1 − 2λ)(1 + α)(k + 1)
[1 + λ(k − 1)][k(1 + α) + (α+ β)]2Φk + 2(1 − β)2(1 − 2λ)

is an increasing function of k, k ≥ 1, we obtain

ε ≤ G(1) =
4(1 − β)2(1 − 2λ)(1 + α)

(2α+ β + 1)2Φ1 + 2(1 − β)2(1 − 2λ)

and hence the proof of Theorem 5.3 is completed.

6 Integral operators

Theorem 6.1. Let the functions f given by (1.10) be in the class σx
µ(β, α, λ, ϱ, ω, ℘). Then the

integral operator

F (z) = c

1∫
0

ucf(uz)du, 0 < u ≤ 1, c > 0 (6.1)

is in the class σx
µ(β, α, λ, ϱ, ω, ℘), where

ξ = 1 − 2c(1 − β)(1 + α)

(c+ 2)(2α+ β + 1) + c(1 − β)
. (6.2)

The result is sharp for the function f given by (3.2).

Proof. Let f ∈ σx
µ(β, α, λ, ϱ, ω, ℘). Then

F (z) =c

1∫
0

ucf(uz)du

=
1
z
+

∞∑
k=1

c

k + c+ 1
akz

k.

Thus it is sufficient to show that
∞∑
k=1

c[1 + λ(k − 1)][k(1 + α) + (α+ ξ)]Φk

(k + c+ 1)(1 − ξ)(1 − 2λ)
ak ≤ 1. (6.3)

Since f ∈ σx
µ(β, α, λ, ϱ, ω, ℘), then

∞∑
k=1

[1 + λ(k − 1)][k(1 + α) + (α+ β)]Φk

(1 − β)(1 − 2λ)
ak ≤ 1. (6.4)

From (6.3) and (6.4), we have

[k(1 + α) + (α+ ξ)]

(k + c+ 1)(1 − ξ)
≤ [k(1 + α) + (α+ β)]

(1 − β)
.
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Then

ξ ≤ 1 − c(1 − β)(k + 1)(1 + α)

(k + c+ 1)[k(1 + α) + (α+ β)] + c(1 − β)
.

Since

Y (k) = 1 − c(1 − β)(k + 1)(1 + α)

(k + c+ 1)[k(1 + α) + (α+ β)] + c(1 − β)

is an increasing function of k, k ≥ 1, we obtain

ξ ≤ Y (1) = 1 − 2c(1 − β)(1 + α)

(c+ 2)(2α+ β + 1) + c(1 − β)

and hence the proof of Theorem 6.1 is completed.

7 Conclusion remarks

The meromorphic Kummer function is related to the study of solutions to Kummer’s differen-
tial equation, extended to account for meromorphic behaviors. In the framework of geometric
function theory, this could involve understanding the behavior of these solutions under con-
formal mappings, moduli spaces, and related complex geometric structures. The further study
of these functions spans several mathematical and physical areas, including complex analysis,
Riemann-Hilbert problems, asymptotics, modular forms, and quantum mechanics. The mero-
morphic extensions can provide deep insights into singularities’ roles in complex analysis and
geometric function theory, especially in the context of conformal mappings, Riemann surfaces,
and asymptotic behavior at poles. Therefore, the results of this work are variant, significant and
so it is interesting and capable to develop its study in the future.
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