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Abstract. In this paper, we study the stability of the functional equation

> T(pigg) =Y Tpi) Y T(g) + (m—n)T(0) Y T(g;) +m(n—1)T(0)
i=1 j=1

i=1 j=1 j=1

inwhichT: T — R, (p1,..-,pn) € Tn, (q1,---,qm) € T, n > 3, m > 3 being fixed integers.

1 Introduction

Forn =1,2,..;letT,, = {(p1,.--,pn) :pi >0, i=1,...,n;> i p; = 1} denote the set of
all n-component discrete probability distributions with nonnegative elements.

A mapping a : R — R is said to be additive on I or on the unit triangle A = {(x,y) : 0 <
z<1,0<y<1,0<x+y < 1} if it satisfies the equation a(z + y) = a(z) + a(y) for all
(z,y) e AT ={r € R:0 <z < 1}, R denoting the set of all real numbers. It is known [1]
that if a mapping a : I — R is additive on the unit triangle A, then there exists one and only one
mapping A : R — R which is an extension of a : I — R in the sense that A(z) = a(z) for all
x € I and is additive on R, thatis A(z +y) = A(z) + A(y) forallz € R, y € R.

A mapping M : I — R is said to be multiplicative if M(pq) = M(p) M(q) for all p € I,
qel.

Suppose a mapping 7' : I — R satisfies the functional equation

> Tpigy) = ZT(pi) ZT(qj) +(m—=n)T(0)> T(q;) +m(n—1)T0) (1.1)

i=1 j=1 j=1

forall (p1,...,pn) €Ty and (qu,...,qm) € Tmin > 3, m > 3 being fixed integers.

The functional equation (1.1) has been considered by Nath and Singh [6]. They determined
its general solutions for fixed integers n > 3, m > 3.

The functional equation (1.1) plays an important role in finding the general solutions of sev-
eral multiplicative and nonmultiplicative type sum form functional equations with atleast two
unknown mappings (see [6] to [11]). Also, their solutions are related to the Shannon [13] en-
tropy and the entropies of degree « [2].

Result 1.1 ([6]). Let n > 3, m > 3 be fixed integers. If a mapping 7" : I — R satisfies the
functional equation (1.1) for all (p1,...,pn) € I'n, (¢1,--.,qm) € T, then either

T(p) = a(p) + T(0)
where a : R — R is an additive mapping with
(1) = —mT(0) it T(1)+ (m—1)T(0) # 1
T - mro) it T(1) + (m — 1)T(0) = 1
T(p) = M(p) — b(p) +7(0)

in which b : R — R is an additive mapping with 5(1) = m T(0) and M : I — R is a nonadditive
multiplicative mapping with M (0) =0, M (1) = 1.

fCorresponding author: Dhiraj Kumar Singh
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This paper deals with the stability of the sum form functional equation (1.1). For the meaning
of stability of a functional equation, see Hyers and Rassias [3]. By the stability problem for the
equation (1.1), we mean the following: Let n > 3, m > 3 be fixed integers and 0 < ¢ € R be a
fixed real number. Find all mappings 7" : I — R satisfying the functional inequality

n m n m m

1> Tpigg) =Y Tpi) Y T(a5) — (m=n)T(0) Y T(g5) — m(n—1T(0)| <€ (1.2)

i=1 j=1 i=1 j=1 j=1

forall (p1,...,0n) €0, (¢1,- -, qm) € iy
Now, we mention below some results needed for the development of the main result of this

paper.

Result 1.2 ([4]). Let ¢ be a given real constant. Suppose ¢ : I — R is a mapping which satisfies
the functional equation Y | ¢(p;) = ¢ for all (p1,...,p,) € I';, n > 3 a fixed integer. Then

there exists an additive mapping a : R — R such that ¢(p) = a(p) — la(l) + < forall pel
n n

Result 1.3 ([5]). Let n > 3 be a fixed integer and ¢ be a fixed nonnegative real number. Suppose
a mapping ¢ : I — R satisfies the functional inequality | >"" | ¢ (p;)| < e for all (py,...,pn) €
I',,. Then there exist an additive mapping A : R — R and a bounded mapping B : R — R
satisfying the conditions B(0) = 0 and |B(p)| < 18¢ such that 1/(p) — ¥(0) = A(p) + B(p) for
allp e I.

2 The Main Result
Theorem 2.1. Let n > 3, m > 3 be fixed integers and € be a given nonnegative real constant.

Suppose the mapping T : I — R satisfies the inequality (1.2) for all (p1,...,pn) € Ty, and
(q1,---,qm) € Ty Then either

T(p) = a(p) + b(p) 2.1

forallp eI or
T(p) = M(p) — B(p) +7(0) (2.2)
forallp € I; where a : R — R, B: R — R are additive mappings; B(1) =mT(0);b: R - R
is a bounded mapping; and M : I — R is a multiplicative mapping which is not additive and

M(0) =0, M(1) = 1.

Proof. Let us write (1.2) in the form

|Z { ZT Piq;) Z n)T(O)piZT(qj) = m(n—1)T(0)p;}| <e
- =1 j=1

By Result 1.3, there exist a mapping A; : R x I, — R additive in the first variable and a
bounded mapping b; : R x [, — R with b1(0;q1,...,qm) =0and |b1(z;q1, ..., qm)| < 18¢ for
all z € R such that

> T(pg;) - T(p) > T(q;) —-n)T(0)p)_T(g;) —m(n—1)T(0)p
Jj=1 j=1 j=1
— mT(0) +T(0) ZT(qj) =A1(psqry - qm) F01(P3q1, - Gm) (2.3)

forallp € I. Letx € I and (rq,...,7ry) € I'yy,. Putting successively p = zry, t = 1,...,m in
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(2.3); adding the resulting m equations and using the additivity of A;, we obtain

> o> Tlargg) =Y T(er) Y Tlg;) — (m—n)T(0)z Y T(g))
t=1 j=1 t=1 j=1 j=1

m

— m(n — 1)T(0)z — m*T(0) + mT(0 ZT q;)

= Al(x;qh...,qm)—O—Zbl(xrt;ql,...,qm). (2.4)

t=1

Nowputp =2,q1 =71,...,¢m = Tmn in (2.3). We obtain

ZT xry) = ZT xZT +m(n—1)T(0)x
t=1 t=1 t=1
+ mT(0 ZT re) + A1(ziry, o rm) F01(TT, ) (2.5)
t=1

From (2.4) and (2.5), it follows that

Z Z T(zrqj) — [T(x) + (m —n) T(0) z — T(0)] ZT(rt) 2;1 T(gj) —m(n — 1)T(0)x

t=1 j= t=1

—

— m?T(0) = [n(m — )T(0)x + Ay(z571, ..., 1) + bi(z371, . 7m)] iT q
=1

m

+ Al@qn, - gm) + Y biErsan, . gm). (2.6)
t=1

The left hand side of (2.6) is symmetric ing; and ry; j = 1,...,m;t = 1,...,m. So, the right
hand side of (2.6) should also be symmetricin g; and r¢; j = 1,...,m;t = 1,..., m. This fact
gives rise to the equation

m

[n(m —1)T(0)z + Ai(z;q1, - - .,qm)][z T(ry) —1]
t=1
— [n(m — 1)T(0)1‘ + Al (.I‘;?"l, e arnL)][zm: T(qj) - 1]
j=1
:blxrl, LT iTq] +Zb1 wrt,Qlwanm)
7j=1
— bi(z3q1,- -, qm) - T(r i (zqjiri, .. Tm)- 2.7
t=1 7=1

For fixed (q1,..-,qm) € Tm, (r1,...,7m) € DIy, the right hand side of (2.7) is a bounded
mapping of x, z € I. On the other hand, the left hand side is additive in z, € I. By using
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Theorem 1.8 (see p-14 in [12]) and the Definition 1.2 (see p-4 in [12]), we have

[n(m — DT(0)z + Ay (w301, .-, ][> T(re) — 1]

— [n(m = 1DT(0)z + Ay(x;71, ... ,rm)][z T(q;) — 1]
= z{[n(m - DT0) + Ai(Liqr,. ., gm)][D_ T(re) — 1]
t=1
= [n(m = D)T0) + Ay (Lry, ..., r)ID_ T(g;) = 1]}
j=1
which, on simplification, reduces to
Ar(@3q1, - Gm) — $A1(1;Q1,---7Qm)][zm:T(7"t) —1]
t=1
= [A1(zsr1, .oy rm) — A1 (L, . ,Tm)][i T(gj) —1]. (2.8)
j=1

Now we divide our discussion into two cases:

m
Case 1. > T(r) — 1 vanishes identically on I',,,, that is,
t=1

> T(r)-1=0
t=1

forall (r1,...,7m) € Ty, By Result 1.2, there exists an additive mapping a : R — R such that,
forallp € I,

T(p) = a(p) + T(0) (2.9)

with a(1) = 1 — mT'(0). The solution (2.9) is included in (2.1) on defining a constant bounded
mapping b : R — R as b(p) = 7(0).

Case 2. > T(ry) — 1 does not vanish identically on I',,,.
=1

In this cé;e, there exists a probability distribution (r7,...,r},) € I';,, such that
> T(r;)-1#0. (2.10)
t=1

Putting ry = r},...,r, = ry, in (2.8) and making use of (2.10), it follows that

Al(ziqr, - qm) = Ao(2) [ZT(qj)—l +2A1(Lq1,- -, Gm) (2.11)
j=1
where A, : R — R is defined as
m -1
Ap(x) = D T(rp) =1 [Ar(wry,.. o) —zAi (i, )] (2.12)
t=1

for all z € R. The mapping A, is additive and A, (1) = 0. Putting p = 1 in (2.3), we obtain

m

A1(1iqrs- o gm) = [1 = T(1) = (m = n)T(0) + T(0)] Y T(g;)
j=1

— mnT(0) — bi(1:q1,- .., qm)- (2.13)
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From (2.7), (2.11) and (2.13), we have

r(ezar. . am) — by (Lqr,. ) + {1~ T(1) — (m— DTO)]} S T(r)
t=1
= {bi(@iry,. ) — abi (L) + 2 [1=T(1) = (m = DT0)]} > T(q5)
j=1
+ ibl(xrt;ql, e m) — ibl(xqj;rl, ceyTm)
—zbi(Liqr, ey qm) —bi(Liry, .oy r)] (2.14)

forallz € I, (r1,...,7m) € Ty and (q1, - - -, gm) € Th.

Case 2.1. The coefficient of Y T'(r;), in (2.14), does not vanish identically on I x I'y,.
t=1

In this case, there exist an element 2* € I and a probability distribution (q;,...,q},) € Iy,
such that

{br(z%5 a1, qp) —2"01(Ligi,s o) + 2 [1=T(1) = (m = 1)T(0)]} #0.  (2.15)
From (2.14), (2.15) and the boundedness of by, it follows that |} /", T'(r;)| < €* for some
nonnegative real number €*. So, by Result 1.3, there exist an additive mapping a : R — R and a

bounded mapping b, : R — R such that T'(p) — T'(0) = a(p) + b2(p) for all p € I. This solution
is included in (2.1) on defining a bounded mapping b : R — R as b(p) = by(p) + T(0).

Case 2.2. The coefficient of > T'(r;), in (2.14), vanishes identically on I x I',,, that is,
i=1

hi(@iqu,- s gm) = 2bi(Lgr, o gm) + 2 [1 = T(1) = (m = 1)T(0)] = 0 (2.16)

forallz € I and (q1,...,qm) € T'im.
From (2.11) and (2.13), we obtain

Ar(3q1,- -5 qm) = Aa(z) [i T(qj) — 1] +2{[l = T(1) = (m —n)T(0)
+ T(0)] iT(qj) —mnT(0) —b1(1;q1,---,qm)}- 2.17)
j=1

Now, from (2.3), (2.16) and (2.17), one can derive

> [T(pgj) + Aa(pg;) + {1 = T(1) + T(0)} pg; — T(0)]

— [T(p) + A2(p) + {1 = T(1) + T(0)}p — T(0)]

< IT(a,) + Aslay) + (1~ T(1) 4 T, ~ TO)

T [T()+ A2 (p) + {1=T(1)+T(O) }p~T(O)[1-T(1) —(m—1)T(0)] =0.  (2.18)
The substitution p = 1 in (2.18) gives (using A(1) = 0):

1 —T(1) + T(0) = mT(0). (2.19)
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Now, equations (2.18) and (2.19) give rise to

m

> [T(pg;) + Ax(pg;) + mT(0) pg; — T(0)]
=1

— [T(p) + Aa(p) + mT(0)p — T(0)] >_[T(q;) + A2(g;) + mT(0)g; — T(0)] = 0. (2.20)
=1

Define a mapping M : I — R as
M(z) =T(x) + As(z) + mT(0) z — T(0) (2.21)

for all z € I. Putting x = 0 and = = 1 respectively in (2.20) and using the fact that A,(1) = 0,
we obtain

M(0)=0,M(1)=1. (2.22)
Also (2.20) and (2.21) give

Z[M(p%) — M(p) M(g;)] = 0.

By Result 1.2, there exists a mapping F : I x R — R, additive in second variable, such that

M(pq) — M(p) M(q) = E(p: q) (2.23)

forallp € I, q € I and E(p; 1) = 0. The symmetry of the left hand side of (2.23), in p and ¢,
gives E(p;q) = E(q;p) forallp € I, q € I. Consequently, E is also additive in the first variable.
We may suppose that E(-; q) has been extended additively to the whole of R.

For all p,q,r € I, (2.23) gives

M (pgr) — M(p) M(q) M(r) = E(pg;r) + M(r) E(p; q)
= E(qr;p) + M(p) E(q;7). (2.24)

Now, we prove that E(p; q) = 0on I x I. To the contrary, suppose that E(p;q) Z0on I x I.
Then, there exist p* € I and ¢* € I such that E(p*;¢*) # 0. Substituting p = p*, ¢ = ¢* in
(2.24) and using E(p*; ¢*) # 0, it follows that

M(r) = [E(p:q")] " [E(g*r;p") + M(p*) E(q*;7) — E(p*q*;7)] (2.25)

for all » € I. The right hand side of (2.25) is additive. Hence M is also additive. Now, making
use of (2.10), (2.21), (2.22) and the fact that A>(1) = 0, we have

17$ZTrt :zm:M (1) =mT(0) + mT(0) = M(1) =1,
t=1 t=1

a contradiction. Hence our supposition “E(p;q) # 0 on I x I" is false. So, E(p;q) = 0 for
all p € I, g € I. Making use of this fact in (2.23), we conclude that M, defined by (2.21), is
multiplicative with M (0) =0and M (1) = 1.

From (2.21), we have T'(z) = M (z)—Ay(2)—mT(0) +T(0). Define a mapping B : R — R
as B(x) = Ay(x) + mT(0) z for all z € I. Then B is additive with B(1) = mT(0). Thus, we
have obtained the solution (2.2).

If the multiplicative mapping M : I — R, with M(0) = 0, M (1) = 1, appearing in the
solution (2.2), is also additive, then M is only of the form M (p) = p for all p € I. So, (2.2)
reduces to T'(p) = p — B(p) + T(0). Making use of (2.10), we have

l#iT(rt zm: — B(r}) + T(0)] = 1 — B(1) + mT(0) = 1,

t=1

a contradiction. Hence M is not additive. This completes the proof of the theorem.
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