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Abstract In this present work, we introduce the triple Eq summability method. We approxi-
mate functions and their conjugate with the help of triple Eq summability method. Further, few
corollaries, resulting from theorems, have been presented.

1 Introduction

In recent times, approximation of functions by generalized Fourier series based on trigonometric
polynomial plays a vital role in developing the various fields of mathematics and engineering.
For example, using the properties of approximation of functions, a new L2-based method was
developed by Psarakis and Moustakiedes [8] for designing Finite Impulse Response digital filters
to get an optimum approximation. Also, Lp-space, L2-space, and L∞-space are of much impor-
tance in developing digital filters. Since the last few years, error of approximation of periodic
functions belonging to various classes through different summability methods has become an
area of interest for many investigators. Many researchers like Deg̃er [1], Gölbol and Deg̃er [2],
Jafarov [3], Krasniqi [4], Lal and Bhan [5], Nigam and Sharma [6, 7], Rathore and Singh [9],
Sezgek and Dağadur [11], Singh [12], Sonkar [16], and Srivastava and Singh [18] have worked
over the years in the direction of approximating functions by using different types of summabil-
ity methods. Saxena and Prabhakar [10], Singh et al. [13], and Singh and Srivastava [14, 15]
have worked on product summability of double Euler summability, C1.Np and C1.T , respec-
tively. Recently, Sonkar and Sangwan [17] generalized the results of Saxena and Prabhakar [10]
using triple E1 Euler summability.

2 Definitions and Notations

The Lp[0, 2π]-space can be defined as

Lp[0, 2π] =

{
g : [0, 2π]→ R :

∫ 2π

0
|g(x)|pdx <∞

}
, p ≥ 1.

For a periodic function g with period 2π and g ∈ Lp[0, 2π] with p ≥ 1, the trigonometric Fourier
series and conjugate Fourier series of g can be written as

g(x) ∼ a0

2
+
∞∑
m=1

(am cosmx+ bm sinmx) =
∞∑
m=0

Am, (2.1)

and

g̃(x) ∼
∞∑
m=1

(bm cosmx− am sinmx) =
∞∑
m=0

Bm, (2.2)

respectively and the corresponding sequence of partial sums defined by

sr(g;x) :=
a0

2
+

r∑
m=1

(am cosmx+ bm sinmx), r ∈ N with s0(g;x) =
a0

2
,
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and

s̃r(g;x) :=
r∑

m=1

(bm cosmx− am sinmx), r ∈ N with s̃0(g;x) = 0.

Here am and bm are Fourier coefficients of g and sr(g;x) and s̃r(g;x), represent the (r + 1)th
partial sums of Fourier series with respect to g and its conjugate series, respectively.

Let
∑∞
r=0 ur be an infinite series and sequence {sr} is (r + 1)th partial sum of given series,

then
(i) The series

∑∞
r=0 ur is said to be (E, q)-summable to s (throughout s denotes a definite num-

ber), if

Eqr = tE
q

r =
1

(1 + q)r

r∑
j=0

(
r

j

)
qr−jsj → s, as r →∞,

(ii) The series
∑∞
r=0 ur is said to be (E, q)(E, q)-summable to s, if

EqrE
q
j = tE

q.Eq

r =
1

(1 + q)r

r∑
j=0

(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−hsh → s, as r →∞,

(iii) The series
∑∞
r=0 ur is said to be (E, q)(E, q)(E, q)-summable to s, if

EqrE
q
jE

q
h = tE

q.Eq.Eq

r =
1

(1 + q)r

r∑
j=0

(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

h∑
l=0

(
h

l

)
qh−lsl → s,

as r →∞.
The conjugate of function g is denoted by g̃ and defined as below:

g̃(x) = − 1
2π

lim
ε→0

∫ π

ε

ψ(t) cot(t/2) dt.

We also write

Jr(t) =
1

2π (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

sin(l+ 1/2)t
sin(t/2)

}]
,

J̃r(t) =
1

2π (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

cos(l+ 1/2)t
sin(t/2)

}]
,

φ(t) = g(x+ t)− 2g(t) + g(x− t) and ψ(t) =
g(x+ t)− g(x− t)

2
.

3 Main Results

Saxena and Prabhakar [10] derived new results in the field of approximation of functions. Re-
cently, Sonkar and Sangwan [17] introduced the triple E1 summability method, and with the
help of this method, they generalized the results of Saxena and Prabhakar [10]. In this paper,
we have generalized the results of Saxena and Prabhakar [10] and Sonkar and Sangwan [17] and
prove the following theorems in a more general setting.

Theorem 3.1. Let {pr} be a non-increasing positive sequence of real constant such that

Pr =
r∑
z=0

pz →∞, as r →∞, (3.1)

and given function φ(t) satisfies,

Φ(t) =

∫ t

0
|φ(u)|du = o

[
t

α(1/t).Pt

]
, as t→ +0, (3.2)



APPROXIMATION OF FUNCTIONS AND CONJUGATE... 31

where α(t) is positive, monotonic and non-increasing function of t.

log r = O[{α(r)}.Pr], as r →∞. (3.3)

Then approximation of function g at x = t by triple Euler product means of its Fourier series is
given by

|tE
q.Eq.Eq

r − g(x)| = O(1), as r →∞.
Theorem 3.2. Let {pr} be a non-increasing positive sequence of real constant and satisfies con-
dition (3.1) and given function ψ(t) satisfies,

Ψ(t) =

∫ t

0
|ψ(u)|du = o

[
t

α(1/t).Pt

]
, as t→ +0, (3.4)

where α(t) is positive, monotonic and non-increasing function of t.

log r = O[{α(r)}.Pr], as r →∞, (3.5)

then approximation of function g̃ at x = t by triple Euler product means of its conjugate Fourier
series is given by

|t̃r
Eq.Eq.Eq

− g̃(x)| = O(1), as r →∞.

4 Lemmas

Here few lemmas are given, which are useful to prove our theorems:

Lemma 4.1. |Jr(t)| = O(r), for 0 ≤ t ≤ 1/r.

Proof. Using sin(rt) ≤ rt and sin(t/2) ≥ t/π, we have

|Jr(t)| =
1

2π (1 + q)r

∣∣∣∣∣∣
r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

{
h∑
l=0

(
h

l

)
qh−l

sin(l+ 1/2)t
sin(t/2)

}]∣∣∣∣∣
≤ 1

2π (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

{
h∑
l=0

(
h

l

)
qh−l

(l+ 1/2)t
t/π

}]

≤ 1
2 (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

(2l+ 1)
2

}]

≤ 1
4 (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
(2h+ 1)

{
h∑
l=0

(
h

l

)
qh−l

}]

≤ 1
4 (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h(2h+ 1)

]

≤ 1
4 (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j
(2j + 1)

j∑
h=0

(
j

h

)
qj−h

]

≤ 1
4 (1 + q)r

r∑
j=0

[(
r

j

)
qr−j(2j + 1)

]

≤ 1
4
(2r + 1)

= O(r).
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Lemma 4.2. |Jr(t)| = O(1/t), for 1/r ≤ t ≤ π.

Proof. Applying sin(rt) ≤ 1 and sin(t/2) ≥ t/π, we have

|Jr(t)| =
1

2π (1 + q)r

∣∣∣∣∣∣
r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

{
h∑
l=0

(
h

l

)
qh−l

sin(l+ 1/2)t
sin(t/2)

}]∣∣∣∣∣
≤ 1

2π (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

π

t

}]

≤ 1
2 t (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

}]

≤ 1
2 t (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

]

≤ 1
2 t (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

]

≤ 1
2 t

= O(1/t).

Lemma 4.3. |J̃r(t)| = O(1/t), for 0 ≤ t ≤ 1/r.

Proof. Applying | cos(rt) ≤ 1| , we have

|J̃r(t)| =
1

2π (1 + q)r

∣∣∣∣∣∣
r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

{
h∑
l=0

(
h

l

)
qh−l

cos(l+ 1/2)t
sin(t/2)

}]∣∣∣∣∣
≤ 1

2π (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

π

t

}]

≤ 1
2 t (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

}]

≤ 1
2 t (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

]

≤ 1
2 t (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

]

≤ 1
2 t

= O(1/t).

Lemma 4.4. |J̃r(t)| = O(1/t), for 1/r ≤ t ≤ π.
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Proof. Applying sin(t/2) ≥ t/π , we have

|J̃r(t)| =
1

2π (1 + q)r

∣∣∣∣∣∣
r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

{
h∑
l=0

(
h

l

)
qh−l

cos(l+ 1/2)t
sin(t/2)

}]∣∣∣∣∣
≤ 1

2π (1 + q)r

∣∣∣∣∣∣
r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

{
h∑
l=0

(
h

l

)
qh−l

cos(l+ 1/2)t
t/π

}]∣∣∣∣∣

≤ 1
2 t (1 + q)r

∣∣∣∣∣∣
r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
Re

{
h∑
l=0

(
h

l

)
qh−lehlt

}]∣∣∣∣∣∣
≤ 1

2 t (1 + q)r

∣∣∣∣∣∣
τ−1∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
Re

{
h∑
l=0

(
h

l

)
qh−lehlt

}]∣∣∣∣∣∣
+

1
2 t (1 + q)r

∣∣∣∣∣∣
r∑
j=τ

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
Re

{
h∑
l=0

(
h

l

)
qh−lehlt

}]∣∣∣∣∣∣
≤ 1

2 t (1 + q)r

∣∣∣∣∣∣
τ−1∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h

{
h∑
l=0

(
h

l

)
qh−l

}]∣∣∣∣∣∣ |ehlt|
+

1
2 t (1 + q)r

r∑
j=τ

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
max

0≤l≤h

∣∣∣∣∣
h∑
l=0

(
h

l

)
qh−lehlt

∣∣∣∣∣
]

≤ 1
2 t (1 + q)r

∣∣∣∣∣∣
τ−1∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

]∣∣∣∣∣∣
+

1
2 t (1 + q)r

r∑
j=τ

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

]

=
1

2 t (1 + q)r

τ−1∑
j=0

(
r

j

)
qr−j +

1
2 t (1 + q)r

r∑
j=τ

(
r

j

)
qr−j

=
1

2 t (1 + q)r

r∑
j=0

(
r

j

)
qr−j

=
1

2 t
= O(1/t).

5 Proof of Theorem 3.1

We have

sr(g;x)− g(x) = 1
2π

∫ π

0

φ(t) sin
(
r + 1

2

)
t

sin
(
t
2

) dt,
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and

tE
q.Eq.Eq

r (g;x)− g(x) =
1

2π (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

∫ π

0
φ(t)

{
h∑
l=0

(
h

l

)
qh−l

sin(l+ 1/2)t
sin(t/2)

}
dt

]

=

∫ π

0
φ(t)Jr(t) dt

=

[∫ 1/r

0
φ(t) +

∫ γ

1/r
φ(t) +

∫ π

γ

φ(t)

]
Jr(t) dt (for 0 < γ < π)

= K1 +K2 +K3, say. (5.1)

Applying Lemma 4.1, condition 3.2 and 3.3 and second mean value theorem is applying for
second term integral, we have

|K1| ≤
∫ 1/r

0
|φ(t)Jr(t)| dt

= O(r)

[∫ 1/r

0
|φ(t)| dt

]

= O(r)

[
o

(
1/r

α(r).Pr

)]
= O

(
1

log r

)
= O(1), as r →∞. (5.2)

Applying Lemma 4.2, condition 3.2 and 3.3 and second mean value theorem is applying for
second term integral, we have

|K2| ≤
∫ γ

1/r
|φ(t)Jr(t)| dt

= O

[∫ γ

1/r
|φ(t)|

(
1
t

)
dt

]

= O

[{
1
t

Φ(t)

}γ
1/r

+

∫ γ

1/r
o

{
φ(t)

t2

}
dt

]

= O

[
o

{
1

α(1/t).Pt

}γ
1/r

+

∫ γ

1/r
o

(
1/t

α(1/t).Pt

)
dt

]

= O

[
o

{
1

α(r).Pr

}
+

∫ r

1/γ
o

(
1/u

α(u).Pu

)
du

]

= O

(
1

α(r)Pr

)
+O

(
1/r

α(r)Pr

)∫ r

1/γ
1du

= O

(
1

log r

)
+O

(
1

log r

)
= O(1), as r →∞. (5.3)

Applying Riemann-Lebesgue theorem and regularity condition of summability, we have

|K3| ≤
∫ π

γ

|φ(t)Jr(t)| dt = O(1), as r →∞. (5.4)
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Collecting (5.1)− (5.4), we get

|tE
q.Eq.Eq

r (g;x)− g(x)| = O(1), as r →∞.

Hence, complete the proof. 2

6 Proof of Theorem 3.2

We have

s̃r(g;x)− g̃(x) = 1
2π

∫ π

0

ψ(t) cos
(
r + 1

2

)
t

sin
(
t
2

) dt

and

t̃r
Eq.Eq.Eq

(g;x)− g̃(x) =
1

2π (1 + q)r

r∑
j=0

[(
r

j

)
qr−j

(1 + q)j

j∑
h=0

(
j

h

)
qj−h

(1 + q)h
×

∫ π

0
ψ(t)

{
h∑
l=0

(
h

l

)
qh−l

cos(l+ 1/2)t
sin(t/2)

}
dt

]

=

∫ π

0
ψ(t) J̃r(t) dt

=

[∫ 1/r

0
ψ(t) +

∫ γ

1/r
ψ(t) +

∫ π

γ

ψ(t)

]
J̃r(t)dt (for 0 < γ < π)

= K̃1 + K̃2 + K̃3, say. (6.1)

Applying Lemma 4.3, condition 3.4 and 3.5 and second mean value theorem is applying for
second term integral, we have

|K̃1| ≤
∫ 1/r

0
|ψ(t) J̃r(t)| dt

=

[∫ 1/r

0
|ψ(t)| 1

t
dt

]

= O(r)

[∫ 1/r

0
|ψ(t)|dt

]

= O(r)

[
o

(
1/r

α(r).Pr

)]
= O

(
1

log r

)
= O(1), as r →∞. (6.2)

Applying Lemma 4.4, condition 3.4 and 3.5 and second mean value theorem is applying for
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second term integral, we have

|K̃2| ≤
∫ γ

1/r
|ψ(t) J̃r(t)| dt

= O

[∫ γ

1/r
|ψ(t)|

(
1
t

)
dt

]

= O

[{
1
t

Ψ(t)

}γ
1/r

+

∫ γ

1/r
o

{
ψ(t)

t2

}
dt

]

= O

[
o

{
1

α(1/t).Pt

}γ
1/r

+

∫ γ

1/r
o

(
1/t

α(1/t).Pt

)
dt

]

= O

[
o

{
1

α(r).Pr

}
+

∫ r

1/γ
o

(
1/u

α(u).Pu

)
du

]

= O

(
1

α(r)Pr

)
+O

(
1/r

α(r)Pr

)∫ r

1/γ
1du

= O

(
1

log r

)
+O

(
1

log r

)
= O(1), as r →∞. (6.3)

Applying Riemann-Lebesgue theorem and regularity condition of summability, we have

|K̃3| ≤
∫ π

γ

|ψ(t) J̃r(t)| dt = O(1), as r →∞. (6.4)

Collecting (6.1)− (6.4), we get

|t̃r
Eq.Eq.Eq

(g;x)− g̃(x)| = O(1), as r →∞.

Hence, complete the proof. 2

7 Corollaries

Here few corollaries are given, which are derived from our Theorems 3.1 and 3.2.

Corollary 7.1. If we take q = 1 in Theorem 3.1, then triple summability (E, q)(E, q)(E, q)
reduce to (E, 1)(E, 1)(E, 1), then

|tE
1.E1.E1

r (g;x)− g(x)| = O(1), as r →∞.

Corollary 7.2. If we take q = 1 in Theorem 3.2, then triple summability (E, q)(E, q)(E, q)
reduce to (E, 1)(E, 1)(E, 1), then

|t̃r
E1.E1.E1

(g;x)− g̃(x)| = O(1), as r →∞.

Remark 7.3. In view of Corollary 7.1 and 7.2, Theorem 3.1 and 3.2 [17] are particular cases of
our Theorems 3.1 and 3.2.

Corollary 7.4. If we take q = 1 and one (E, q) = 1 in Theorem 3.1, then triple summability
(E, q)(E, q)(E, q) reduce to (E, 1)(E, 1), then

|tE
1.E1

r (g;x)− g(x)| = O(1), as r →∞.

Corollary 7.5. If we take q = 1 and one (E, q) = 1 in Theorem 3.2, then triple summability
(E, q)(E, q)(E, q) reduce to (E, 1)(E, 1), then

|t̃r
E1.E1

(g;x)− g̃(x)| = O(1), as r →∞.

Remark 7.6. In view of Corollary 7.4 and 7.5, Theorem 1 and 2 [10] are particular cases of our
Theorems 3.1 and 3.2.
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8 Conclusion

The results of the paper are aimed to formulate the problem of approximation of functions g and
their conjugates g̃ by triple Eq summability means of their Fourier series and conjugate Fourier
series, respectively in a simpler manner.
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[11] Ş. Sezgek and İ. Dağadur, Approximation by double Cesàro submethods of double Fourier series for
Lipschitz fuctions, Palestine J. Math. 8 (1), 71–85 (2019).

[12] U. Singh, On the trigonometric approximation of functions in a weighted Lipschitz class, J. Anal. 1-11
(2020).

[13] U. Singh, M. L. Mittal and S. Sonkar, Trigonometric approximation of signals (functions) belonging to
W (Lr, ξ(t))-class by matrix (C1.Np) operator, Int. J. Math. Math. Sci. 2012, 1–11 (2012).

[14] U. Singh and S. K. Srivastava, Fourier approximation of functions conjugate to the functions belonging to
weighted Lipschitz class, In: Proc. WCE 1, 236-240 (2013).

[15] U. Singh and S. K. Srivastava, Trigonometric approximation of functions belonging to certain Lipschitz
classes by C1.T operator, Asian-European J. Math. 7 (4), 1-13 (2014).

[16] S. Sonkar, Approximation of periodic functions belonging toW (Lr, ξ(t), β ≥ 0)- class by (C1.T ) means
of Fourier series, Math. Anal. Appl. 143, 73-83 (2015).

[17] S. Sonker and P. Sangwan, Approximation of Fourier and its conjugate series by triple Euler product
summability, J. Phys. Conf. Ser. 1770 (1), 012003 (2021).

[18] S. K. Srivastava and U. Singh, Trigonometric approximation of periodic functions belonging to weighted
Lipschitz class W (Lp, ψ(t), β), Contemp. Math. 645, 283-291 (2015).

Author information
Sachin Devaiya and Shailesh Kumar Srivastava, Department of Mathematics and Humanities, Sardar Vallabhb-
hai National Institute of Technology, Surat-395007, Gujarat, India.
E-mail: sbdevaiya18695@gmail.com, shaileshiitr2010@gmail.com


	1 Introduction
	2 Definitions and Notations
	3  Main Results
	4 Lemmas
	5 Proof of Theorem 3.1
	6 Proof of Theorem 3.2
	7  Corollaries 
	8 Conclusion
	9 Acknowledgments

