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#### Abstract

In this article, we present the existence of a solution of the fractional-order semilinear classical and non-local generalized Cauchy problem with non-instantaneous impulses on the Banach space. The existence results of the problem with classical conditions are established using operator semigroup theory and generalized Banach contraction principle. The problem with non-local conditions is established through operator semigroup theory and Krasnoselkii's fixed point theorem. This article is also derived uniqueness results for the problem with classical conditions. Finally, illustrations for the Cauchy problem with the classical and nonlocal problems are added to validate derived results.


## 1 Introduction

In the past few decades, fractional Calculus became one of the important branches of the applied mathematics. This is because fractional-order dynamical models give much better approximations in many physical situations like seepage flow in porous media, anomalous diffusion, the nonlinear oscillations of the earthquake, traffic flow, electromagnetism, dynamics of many infectious diseases. The details of applications are found in books of $[1,2]$ and articles of $[3,4,5,6,7,8,12,9,10,11,37,38,39,40,41,42,54,55]$. Existence theory of fractional differential equations and evolution equations of Caputo type with classical conditions using different fixed point theory is found in the articles of $[13,14,15,57]$ and non-local condition is found in the articles of $[17,18,19,20,21,22,23,56]$.

Changes in state at a fixed moment or for a small interval of time in dynamical systems are model into impulsive dynamical systems. These impulses are instantaneous or non-instantaneous depending on the time at which impulses are applied. Existence results and applications of the instantaneous integer order impulsive dynamical or evolution systems are found in [24, 25, 26, 27] while, existence results for fractional instantaneous impulsive equation are found in [28, 29, 30, 31, 32, 33, 34, 35]. In some dynamic process changes in state are applied for small-time interval time rather than a fixed moment. Existence results of fractional order impulsive dynamical systems and evolution systems with non-instantaneous impulses with local and non-local conditions are studied by [36, 43, 44]

In this article, we established sufficient conditions for the existence of the fractional order generalized Cauchy problem:

$$
\begin{aligned}
{ }^{c} D^{\lambda} s(\varsigma) & =A s(\varsigma)+f_{k}\left(\varsigma, s(\varsigma), \int_{0}^{\varsigma} a_{k}(\varsigma, \zeta, s(\zeta)) d \zeta\right), \varsigma \in\left[\zeta_{k-1}, \varsigma_{k}\right), k=1,2, \cdots, p \\
u(\varsigma) & =g_{k}(k, s(\varsigma)), \varsigma \in\left[\varsigma_{k-1}, \zeta_{k}\right)
\end{aligned}
$$

with local condition $s(0)=s_{0}$ and non-local condition $s(0)=s_{0}+h(s)$ over the interval $[0, T]$ in a Banach space $\mathcal{U}$. Here $A: \mathcal{U} \rightarrow \mathcal{U}$ is linear operator, $P_{k} s=\int_{0}^{\varsigma} a_{k}(\varsigma, \zeta, s(\zeta)) d \zeta$ are nonlinear Volterra integral operator on $\mathcal{U}, f_{k}:[0, T] \times \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{U}$ are nonlinear functions applied in
the intervals $\left[\zeta_{k-1}, \varsigma_{k}\right)$ and $g_{k}:[0, T] \times \mathcal{U}$ are set of nonlinear functions applied in the interval $\left[\varsigma_{k}, \zeta_{k}\right)$ for all $k=1,2, \cdots, p$.

The structure of the article is as follows:

1. Section (2) present some basic defination realted to fractional calculus and theories related to fixed points.
2. Section (3) discusses the existence and uniqueness of mild solution for the impulsive fractional integro-differential with classical condition.
3. Section (4) discusses the sufficient condition for existence of the impulsive fractional integrodifferential equation with nonlocal condition.
4. Finally conclusion is found in the section (5)

## 2 Preliminaries

This section discussed preliminaries about fractional differential operators and some definitions and theorem from the functional analysis.

Definition 2.1. [46] "The Liouville-Caputo fractional derivative of order $\beta>0, n-1<\beta<n$, $n \in \mathbb{N}$, is defined as

$$
{ }^{c} D_{\varsigma_{0}+}^{\lambda} h(\varsigma)=\frac{1}{\Gamma(n-\lambda)} \int_{\varsigma_{0}}^{\varsigma}(\varsigma-q)^{n-\lambda-1} \frac{d^{n} h(q)}{d q^{n}} d q
$$

where, the function $h(\varsigma)$ has absolutely continuous derivatives up to order $(n-1)$ ".
Theorem 2.2. (Banach Fixed Point Theorem)[52] "Let F be closed subset of a Banach Space $(\mathcal{X},\|\cdot\|)$ and let $T: F \rightarrow F$ contraction then, $T$ has unique fixed point in $F^{\prime \prime}$.

Theorem 2.3. (Krasnoselskii’s Fixed Point Theorem)[52] "Let E be closed convex nonempty subset of a Banach Space $(\mathcal{X},\|\cdot\|)$ and $P$ and $Q$ are two operators on $E$ satisfying:
(1) $P v+Q s \in F$, whenever $v, s \in F$,
(2) $P$ is contraction,
(3) $Q$ is completely continuous
then, the equation $P v+Q v=v$ has unique solution".
Definition 2.4. (Completely Continuous Operator)[53] "Let $X$ and $Y$ be Banach spaces. Then the operator $T: D \subset X \rightarrow Y$ is called completely continuous if it is continuous and maps any bounded subset of $D$ to relatively compact subset of $Y^{\prime \prime}$.

## 3 Equation with Local Conditions

Thus section derived sufficient conditions for the existence and uniqueness for the following Cauchy problem:

$$
\begin{align*}
{ }^{c} D^{\lambda} s(\varsigma) & =A s(\varsigma)+f_{k}\left(\varsigma, s(\varsigma), \int_{0}^{\varsigma} a_{k}(\varsigma, \zeta, s(\zeta)) d \zeta\right), \varsigma \in\left[\zeta_{k}, \varsigma_{k+1}\right), i=1,2, \cdots, p \\
s(\varsigma) & =g_{k}(\varsigma, s(\varsigma)), \varsigma \in\left[\varsigma_{k}, \zeta_{k}\right)  \tag{3.1}\\
s(0) & =s_{0}
\end{align*}
$$

over the interval $[0, T]$ in the Banach space $\mathcal{U}$,

Definition 3.1. The function $s(\varsigma)$ is called mild solution of the impulsive fractional equation (3.1) over the interval if $s(\varsigma)$ satisfies the integral equation

$$
s(\varsigma)= \begin{cases}U(\varsigma) s_{0}+\int_{0}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{1}\left(\varsigma, s(\zeta), P_{1} s(\zeta)\right) d \zeta, & \varsigma \in\left[0, \varsigma_{1}\right) \\ g_{k}(\varsigma, s(\varsigma)), & \varsigma \in\left[\varsigma_{k}, \zeta_{k}\right) \\ U\left(\varsigma-\zeta_{k}\right) g_{k}\left(\zeta_{k}, s\left(\zeta_{k}\right)\right)+\int_{\zeta_{k}}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{k+1}\left(\varsigma, s(\zeta), P_{k+1} s(\zeta)\right) d \zeta, & \varsigma \in\left[\zeta_{k}, \varsigma_{k+1}\right)\end{cases}
$$

where,

$$
P_{k} s(\varsigma)=\int_{0}^{\varsigma} a_{k}(\varsigma, \zeta, s(\zeta)) d \zeta, U(\varsigma)=\int_{0}^{\infty} \zeta_{\lambda}(\theta) S\left(\varsigma^{\lambda} \theta\right) d \theta, V(\varsigma)=\lambda \int_{0}^{\infty} \theta \zeta_{\lambda}(\theta) S\left(\varsigma^{\lambda} \theta\right) d \theta
$$

are the linear operators defined on $\mathcal{U}$. Here, $\zeta_{\lambda}(\theta)$ is probability density function over the interval $[0, \infty)$ defined by

$$
\zeta_{\lambda}(\theta)=\frac{1}{\pi} \sum_{n=1}^{\infty}(-1)^{n-1} \theta^{-\lambda n-1} \frac{\Gamma(n \lambda+1)}{n!} \sin (n \pi \lambda)
$$

and the operator $S(\varsigma)$ is semi-group generated by evolution operator $A$.
Assumption 3.2. Assumptions for the existence and uniqueness of the mild solution of fractional evolution equation with non-instantaneous impulses.
(A1) The evolution operator $A$ generates $C_{0}$ semigroup $S(\varsigma)$ for all $\varsigma \in[0, T]$.
(A2) The function $f_{k}:[0, T] \times \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{U}$ is continuous with respect to $\varsigma$ and there exist a positive constants $f_{1 k}^{*}$ and $f_{2 k}^{*}$ such that $\left\|f_{k}\left(\varsigma, v_{1}, s_{1}\right)-f_{k}\left(\varsigma, v_{2} s_{2}\right)\right\| \leq f_{1 k}^{*}\left\|v_{1}-v_{2}\right\|+f_{2 k}^{*}\left\|s_{1}-s_{2}\right\|$ for $v_{1}, s_{1}, v_{2}, s_{2} \in B_{r_{0}}=\left\{s \in \mathcal{U} ;\|s\| \leq r_{0}\right\}$ for some $r_{0}$ and for all $k=1,2, \cdots, p+1$.
(A3) The operator $P_{k}:[0, T] \times \mathcal{U} \rightarrow \mathcal{U}$ is continuous and there exist a constant $p_{k}^{*}$ such that $\left\|P_{k} v-P_{k} s\right\| \leq p_{k}^{*}\|v-s\|$ for $v, s \in B_{r_{0}}$ for all $k=1,2, \cdots, p+1$.
(A4) The functions $g_{k}:\left[\varsigma_{k}, \zeta_{k}\right] \times \mathcal{U}$ are continuous and there exist a positive constants $0<g_{k}^{*}<1$ such that $\left\|g_{k}(\varsigma, v(\varsigma))-g_{k}(\varsigma, s(\varsigma))\right\| \leq g_{k}^{*}\|v-s\|$.

Lemma 3.3. [13]If the evolution operator A generates $C_{0}$ semigroup $S(\varsigma)$ then the operators $U(\varsigma)$ and $V(\varsigma)$ are strongly continuous and bounded. This is, there exist positive constant $M$ such that $\|U(\varsigma) s\| \leq M\|s\|$ and $\|V(\varsigma) s\| \leq \frac{M}{\Gamma(\lambda)}\|s\|$ for all $\varsigma \in[0, T]$.

Theorem 3.4. If assumptions (A1)-(A4) holds, then the generalized semilinear fractional integrodifferential equation with non-instantaneous impulses (3.1) has unique mild solution.

Proof. We convert the equation (3.2) into operator equation $s(\varsigma)=\mathcal{F} u(\varsigma)$ by defining the operator $\mathcal{F}$ on $\mathcal{U}$ by

$$
\mathcal{F} s(\varsigma)= \begin{cases}\mathcal{F}_{1} s(\varsigma), & \varsigma \in\left[0, \varsigma_{1}\right) \\ \mathcal{F}_{2 k} s(\varsigma), & \varsigma \in\left[\varsigma_{k}, \zeta_{k}\right) \\ \mathcal{F}_{3 k} s(\varsigma), & \varsigma \in\left[\zeta_{k-1}, \varsigma_{k}\right)\end{cases}
$$

where, $\mathcal{F}_{1}, \mathcal{F}_{2 k}$ and $\mathcal{F}_{3 k}$ are

$$
\begin{aligned}
\mathcal{F}_{1} s(\varsigma) & =U(\varsigma) s_{0}+\int_{0}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{1}\left(\varsigma, s(\zeta), P_{1} s(\zeta)\right) d \zeta, & & \varsigma \in\left[0, \varsigma_{1}\right) \\
\mathcal{F}_{2 k} s(\varsigma) & =g_{k}(\varsigma, s(\varsigma)), & & \varsigma \in\left[\varsigma_{k}, \zeta_{k}\right) \\
\mathcal{F}_{3 k} s(\varsigma) & =U\left(\varsigma-\zeta_{k}\right) g_{k}\left(\zeta_{k}, s\left(\zeta_{k}\right)\right)+\int_{\zeta_{k}}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{k}\left(\varsigma, s(\zeta), P_{k+1} s(\zeta)\right) d \zeta, & & \varsigma \in\left[\zeta_{k-1}, \varsigma_{k}\right)
\end{aligned}
$$

for all $k=1,2, \cdots p$.
If the operator equations $s(\varsigma)=\mathcal{F}_{1} s(\varsigma), s(\varsigma)=\mathcal{F}_{2 k} s(\varsigma)$ and $s(\varsigma)=\mathcal{F}_{3 k} s(\varsigma)$ has unique solution over the interval $\left[0, \varsigma_{1}\right),\left[\varsigma_{k}, \zeta_{k}\right)$ and $\left[\zeta_{k}, \varsigma_{k+1}\right)$ for all $k=1,2, \cdots, p$ respectively then there exists
$s_{1}(\varsigma), s_{2 k}(\varsigma)$ and $s_{3 k}(\varsigma)$ such that $s_{1}(\varsigma)=\mathcal{F}_{1} s(\varsigma), s_{2 k}(\varsigma)=\mathcal{F}_{2 k} s(\varsigma)$ and $s_{3 k}(\varsigma)=\mathcal{F}_{3 k} s(\varsigma)$, and if we define

$$
s(\varsigma)= \begin{cases}s_{1}(\varsigma), & {\left[0, \varsigma_{1}\right)} \\ s_{2 k}(\varsigma), & {\left[\varsigma_{k}, \zeta_{k}\right)} \\ s_{3 k}(\varsigma), & {\left[\zeta_{k}, \varsigma_{k+1}\right)}\end{cases}
$$

then it is solution of operator equation $s(\varsigma)=\mathcal{F} s(\varsigma)$.
For all $\varsigma \in\left[0, \varsigma_{1}\right)$ and $u, v \in B_{r_{0}}$, and assuming (A1), (A2) and (A3) and using lemma-(3.3),

$$
\left\|\mathcal{F}_{1}^{(n)} v(\varsigma)-\mathcal{F}_{1}^{(n)} s(\varsigma)\right\| \leq \frac{\varsigma_{1}^{n \lambda} M^{n}\left(f_{11}^{*}+f_{21}^{*} p_{1}^{*}\right)}{n!(\Gamma(\lambda))^{n}}\|v-s\| \leq c^{*}\|v-s\| .
$$

If considering $\varsigma \rightarrow \infty$ over the interval $\left[0, \varsigma_{1}\right),\left\|\mathcal{F}_{1}^{(n)} v-\mathcal{F}_{1}^{(n)} s\right\| \leq c^{*}\|v-s\| \rightarrow 0$ for fixed $\varsigma_{1}$. then there exist $m$ such that $\mathcal{F}_{1}^{(m)}$ is contraction on $B_{r_{0}}$ and by Banch fixed point theorem the equation $s(\varsigma)=\mathcal{F}_{1} s(\varsigma)$ has unique solution over the interval $\left[0, \varsigma_{1}\right)$.

By assuming (A4) and for all $k=1,2, \cdots, p, \varsigma \in\left[\varsigma_{k}, \zeta_{k}\right)$ and $v, s \in \mathcal{U}$.

$$
\left\|\mathcal{F}_{2 k} v(\varsigma)-\mathcal{F}_{2 k} s(\varsigma)\right\|=\left\|g_{k}(\varsigma, v(\varsigma))-g_{k}(\varsigma, s(\varsigma))\right\| \leq g_{k}^{*}\|v-s\| .
$$

This implies, $\mathcal{F}_{2 k}$ is contraction and by theorem (2.2) the equation $s(\varsigma)=\mathcal{F}_{2 k} s(\varsigma)$ has unique solution for the interval $\left[\varsigma_{k}, \zeta_{k}\right)$ for all $k=1,2, \cdots, p$. That is for all $k=1,2, \cdots, p, s(\varsigma)=$ $g_{k}(\varsigma, s(\varsigma))$ has unique solution for all $\varsigma \in\left[\varsigma_{k}, \zeta_{k}\right)$. Since, $g_{k}$ is contraction therefore, it leads to uniqueness of the solution at point $\zeta_{k}$.

For all $k=1,2, \cdots, p, \varsigma \in\left[\zeta_{k-1}, \varsigma_{k}\right)$ and $v, s \in B_{r_{0}}$ and by assumptions (A1), (A2) and (A3) and lemma (3.3),

$$
\left\|\mathcal{F}_{3 k}^{(n)} v(\varsigma)-\mathcal{F}_{3 k}^{(n)} s(\varsigma)\right\| \leq \frac{\left(\varsigma_{k+1}-\zeta_{k}\right)^{n \lambda} M^{n}\left(f_{1 k}^{*}+f_{2 k}^{*} p_{k}^{*}\right)}{n!(\Gamma(\lambda))^{n}}\|v-s\| \leq c^{*}\|v-s\| .
$$

Clearly, $\left\|\mathcal{F}_{3 k}^{(n)} v-\mathcal{F}_{3 k}^{(n)} s \mid \leq c^{*}\right\| v-s \| \rightarrow 0$ as $n \rightarrow \infty$ over interval $\left[\zeta_{k-1}, \varsigma_{k}\right)$ for all $k=$ $1,2, \cdots, p+1$. Therefore there exist $m$ such that $\mathcal{F}_{3 k}^{(m)}$ is contraction on $B_{r_{0}}$. Thus by general Banach contraction theorem the operator equation $s(\varsigma)=\mathcal{F}_{3 k} s(\varsigma)$ has unique solution over the interval $\left[\zeta_{k-1}, \varsigma_{k}\right)$ for all $k=1,2, \cdots, p+1$.
Hence, the operator equation $s(\varsigma)=\mathcal{F} s(\varsigma)$ has unique solution over the interval $[0, T]$ which is mild solution of the equation (3.1).

Example 3.5. The fractional order integro-differential equation:

$$
\begin{align*}
{ }^{c} D_{\varsigma}^{\lambda} s(\varsigma, \eta) & =s_{\eta \eta}(\varsigma, \eta)+s(\varsigma, \eta) s_{\eta}(\varsigma, \eta)+\int_{0}^{\varsigma} e^{-s(\zeta, \eta)} d \zeta, & & \varsigma \in\left[0, \frac{1}{3}\right) \\
{ }^{c} D_{\varsigma}^{\lambda} s(\varsigma, \eta) & =s_{\eta \eta}(\varsigma, \eta)+s(\varsigma, \eta) s_{\eta}(\varsigma, \eta) & & \varsigma \in\left[\frac{2}{3}, 1\right]  \tag{3.3}\\
s(\varsigma, \eta) & =\frac{s(\varsigma, \eta)}{2(1+s(\varsigma, \eta))}, & & \varsigma \in\left[\frac{1}{3}, \frac{2}{3}\right)
\end{align*}
$$

over the interval $[0,1]$ with initial condition $s(0, \eta)=s_{0}(\eta)$ and boundary conditions $s(\varsigma, 0)=$ $s(\varsigma, 1)=0$. The equation (3.3) can be reformulated as fractional order abstract equation in $\mathcal{U}=L^{2}([0,1], \mathbb{R})$ as:

$$
\begin{align*}
{ }^{c} D^{\lambda} z(\varsigma) & =A z(\varsigma)+f_{k}\left(\varsigma, z(\varsigma), T_{k} z(\varsigma)\right), & & \varsigma \in\left[0, \frac{1}{3}\right) \cup\left[\frac{2}{3}, 1\right]  \tag{3.4}\\
z(\varsigma) & =g(\varsigma, z(\varsigma)) & & \varsigma \in\left[\frac{1}{3}, \frac{2}{3}\right)
\end{align*}
$$

over the interval $[0,1]$ by defining $z(\varsigma)=u(\varsigma, \cdot)$, operator $A u=u^{\prime \prime}$ (second order derivative with respect to $\eta$ ).
The functions $f_{1}, f_{2}$ and $g$ over respected domains are defined as $f_{1}\left(\varsigma, z(\varsigma), P_{1} z(\varsigma)\right)=\frac{\left(z^{2}(\varsigma)\right)^{\prime}}{2}+$
$\int_{0}^{\varsigma} e^{-z(\zeta)} d \zeta, f_{2}\left(\varsigma, z(\varsigma), P_{2} z(\varsigma)\right)=\frac{\left(z^{2}(\varsigma)\right)^{\prime}}{2}$ and $g(\varsigma, z(\varsigma))=\frac{z(\varsigma)}{2(1+z(\varsigma))}$ respectively.
(1) The linear operator $A$ over the domain $D(A)=\left\{s \in \mathcal{U}\right.$; $s^{\prime \prime}$ exist and continuous with $s(0)=$ $s(1)=0\}$ is self-adjoint, with compact resolvent and is the infinitesimal generator of $C_{0}$ semigroup $S(\varsigma)$ over the interval [0, 1] given by $S(\varsigma) u=\sum_{n=1}^{\infty} \exp \left(-n^{2} \pi^{2} \varsigma\right)<s, \phi_{n}>\phi_{n}$ and $\phi_{n}(\zeta)=\sqrt{2} \sin (n \pi \zeta)$ for all $n=1,2, \cdots$ is the orthogonal basis for the space $\mathcal{U}$.
(2) The function $T_{1}, T_{2}:[0,1] \times[0,1] \times \mathcal{U} \rightarrow \mathcal{U}$ are continuous with respect to $\varsigma$ and differentiable with respect to $z$ for all $z$ and hence $P_{1}, P_{2}$ are Lipschitz continuous with respect to $z$. This means there exist positive constant $h_{1}^{*}$ and $h_{2}^{*}=0$ such that $\left\|P_{k}\left(\varsigma, z_{1}\right)-P_{k}\left(\varsigma, z_{2}\right)\right\| \leq p_{k}^{*}\left\|z_{1}-z_{2}\right\|$ for $k=1,2$.
(3) The function $f_{1}, f_{2}:[0,1] \times \mathcal{U} \times \mathcal{U} \rightarrow \mathcal{U}$ are continuous with respect to $\varsigma$ and is differential with respect to argument $z, P_{1} z$ and $P_{2} z$. Therefore there exist positive constants $f_{11}^{*}$ and $f_{2 k}^{*}$ such that $\left\|f_{k}\left(\varsigma, z_{1}, P_{k} z_{1}\right)-f_{k}\left(\varsigma, z_{2}, P_{k} z_{2}\right)\right\| \leq f_{1 k}^{*}\left\|z_{1}-z_{2}\right\|+f_{2 k}^{*}\left\|P_{k} z_{1}-P_{k} z_{2}\right\|, z_{1}, z_{2} \in B_{r_{0}}$ for some $r_{0}$ and $k=1,2$.
(4) The impulse $g$ is continuous with respect to $\varsigma$ and Lipchitz continuous with respect to $z$ with Lipschitz constant $g^{*}=\frac{1}{2}<1$.
Thus, by theorem-(3.4) the integro-differential equation (3.4) has unique solution over $[0,1]$. Hence, the equation (3.3) has unique solution over the interval $[0,1]$.

## 4 Equation with Non-local Conditions

This section derived sufficient conditions for the existence of solution of following non-local Cauchy Problem

$$
\begin{align*}
{ }^{c} D^{\lambda} s(\varsigma) & =A s(\varsigma)+f_{k+1}\left(\varsigma, s(\varsigma), \int_{0}^{\varsigma} a_{k+1}(\varsigma, \zeta, s(\zeta)) d \zeta\right), \varsigma \in\left[\zeta_{i}, \varsigma_{i+1}\right), i=1,2, \cdots, p \\
s(\varsigma) & =g_{i}(\varsigma, s(\varsigma)), \varsigma \in\left[\varsigma_{i}, \zeta_{i}\right)  \tag{4.1}\\
s(0) & =s_{0}+h(s)
\end{align*}
$$

in the Banach space $\mathcal{U}$.
Definition 4.1. The function $s(\varsigma)$ is called mild solution of the impulsive fractional integrodifferentia equation (3.1) over the interval $[0, T]$ if, $s(\varsigma)$ satisfies the integral equation
$s(\varsigma)= \begin{cases}U(\varsigma)\left(s_{0}+h(s)\right)+\int_{0}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f\left(\varsigma, s(\zeta), P_{1} s(\zeta)\right) d \zeta, & \varsigma \in\left[0, \varsigma_{1}\right) \\ g_{k}(\varsigma, s(\varsigma)), & \varsigma \in\left[\varsigma_{k}, \zeta_{k}\right) \\ U\left(\varsigma-\zeta_{k}\right) g_{k}\left(\zeta_{k}, s\left(\zeta_{k}\right)\right)+\int_{\zeta_{k}}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{k+1}\left(\varsigma, s(\zeta), P_{k+1} s(\zeta)\right) d \zeta & \varsigma \in\left[\zeta_{k}, \varsigma_{k+1}\right)\end{cases}$
where,

$$
P_{k} s(\varsigma)=\int_{0}^{\varsigma} a_{k}(\varsigma, \zeta, s(\zeta)) d \zeta, U(\varsigma)=\int_{0}^{\infty} \zeta_{\lambda}(\theta) S\left(\varsigma^{\lambda} \theta\right) d \theta, V(\varsigma)=\lambda \int_{0}^{\infty} \theta \zeta_{\lambda}(\theta) S\left(\varsigma^{\lambda} \theta\right) d \theta
$$

are the linear operators defined on $\mathcal{U}$. Here, $\zeta_{\lambda}(\theta)$ is probability density function over the interval $[0, \infty)$ defined by

$$
\zeta_{\lambda}(\theta)=\frac{1}{\pi} \sum_{n=1}^{\infty}(-1)^{n-1} \theta^{-\lambda n-1} \frac{\Gamma(n \lambda+1)}{n!} \sin (n \pi \lambda)
$$

and the operator $S(\varsigma)$ is semi-group generated by evolution operator $A$.
Assumption 4.2. Assumptions for the existence of the mild solution of fractional evolution equation with non-instantaneous impulses.
(B1) The evolution operator $A$ generates $C_{0}$ semigroup $S(\varsigma)$ for all $\varsigma \in[0, T]$.
(B2) The function $f_{k}(\varsigma, \cdot, \cdot)$ are continuous and $f_{k}(\cdot, u, v)$ is measurable on $[0, T]$. Also there
exist $\beta \in(0, \lambda)$ with $m_{f} \in L^{\frac{1}{\beta}}([0, T], \mathcal{R})$ such that $\left|f_{k}(\varsigma, v, s)\right| \leq m_{f} k(\varsigma)$ for all $u, v \in \mathcal{U}$. Also $m_{f}(\varsigma)=\sup _{\varsigma \in[0, T]}\left\{f_{k t}(\varsigma) ; k=1,2, \cdots, k+1\right\}$ with $M_{1}=\left\|m_{f}\right\|_{L}^{1 / \beta}$.
(B3) The operator $P_{k}:[0, T] \times \mathcal{U} \rightarrow \mathcal{U}$ are continuous and there exist a constants $h_{k}^{*}$ such that $\left\|P_{k} v-P_{k} s\right\| \leq p_{k}^{*}\|v-s\|$ and let $p^{*}$ be maximum of $p_{k}^{*}$ for all $k=1,2, \cdots, k+1$.
(B4) The operator $h: \mathcal{U} \rightarrow \mathcal{U}$ is Lipschiz continuous with respect to $u$ with Lipschitz constant $0<h^{*} \leq 1$.
(B5) The functions $g_{k}:\left[\varsigma_{k}, \zeta_{k}\right) \times \mathcal{U}$ are Lipchitz continuous positive constants $0<g_{k}^{*}<1$ such that $\left\|g_{k}(\varsigma, v(\varsigma))-g_{k}(\varsigma, s(\varsigma))\right\| \leq g_{k}^{*}\|v-s\|$.

Theorem 4.3. (Existence Theorem) Under the assumptions (B1)-(B5), the nonlocal semi-linear fractional order integro-differential equation (4.2) has mild solution provided $M h^{*}<1$ and $M g^{*}<1$.

Proof. From the lemma-(3.3) $\|U(\varsigma)\| \leq M$ for all $s \in B_{k}=\{s \in \mathcal{U}:\|s\| \leq k\}$ for any positive constant $k$. Therefore,

$$
\begin{equation*}
\left|U(\varsigma)\left(s_{0}+h(s)\right)\right| \leq M\left(\left|s_{0}\right|+h^{*}| | s| |+|h(0)|\right) \tag{4.3}
\end{equation*}
$$

According to (B2) $f(\cdot, v, s)$ is measurable on $[0, T]$ and one can easily shows that $(\varsigma-\zeta)^{\lambda-1} \in$ $L^{\frac{1}{1-\beta}}[0, \varsigma]$ for all $\varsigma \in[0, T]$ and $\beta \in(0, \lambda)$. Let $b=\frac{\lambda-1}{1-\beta} \in(-1,0), M_{1}=\left\|m_{f}\right\|_{L^{\frac{1}{\beta}}}$. By Holder's inequality and assumption (B2), for $\varsigma \in[0, T]$,

$$
\begin{gather*}
\int_{0}^{\varsigma}\left|(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{k}\left(\zeta, s(\zeta), P_{k} s(\zeta)\right)\right| d \zeta \leq \frac{M}{\Gamma(\lambda)}\left(\int_{0}^{\varsigma}(\varsigma-\zeta)^{\frac{\lambda-1}{1-\beta}} d \zeta\right)^{1-\beta} \\
M_{1} \leq \frac{M M_{1}}{\Gamma(\lambda)(1+b)^{1-\beta}} T^{(1+b)(1-\beta)} \tag{4.4}
\end{gather*}
$$

For $\varsigma \in\left[0, \varsigma_{1}\right)$ and for positive $r$ we define $F_{1}$ and $F_{2}$ on $B_{r}$ as, $F_{1} s(\varsigma)=U(\varsigma)\left(s_{0}+s(u)\right)$ and $F_{2} s(\varsigma)=\int_{0}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{1}\left(\varsigma, s(\zeta), P_{1} s(\zeta)\right) d \zeta$ respectively then, $s(\varsigma)$ is mild solution of the semilinear fractional integro-differential equation if and only if the operator equation $s=F_{1} s+F_{2} s$ has solution for $s \in B_{r}$ for some $r$. Therefore the existence of a mild solution of (3.1) over the interval $\left[0, s_{1}\right)$ is equivalent to determining a positive constant $r_{0}$, such that $F_{1}+F_{2}$ has a fixed point on $B_{r_{0}}$.
Step: $1\left\|F_{1} v+F_{2} s\right\| \leq r_{0}$ for some positive $r_{0}$.
Let $v, s \in B_{r_{0}}$, and choose

$$
r_{0}=M \frac{\left|s_{0}\right|+|h(z)|}{1-M h^{*}}+\frac{M M_{1}}{\left(1-M h^{*}\right) \Gamma(\lambda)(1+b)^{1-\beta}} \varsigma_{1}^{(1+b)(1-\beta)},
$$

and using inequalities (4.3) and (4.4)
$\left|F_{1} v(\varsigma)+F_{2} s(\varsigma)\right| \leq M\left(\left|s_{0}\right|+h^{*}| | v| |+|h(0)|\right)+\frac{M M_{1}}{\Gamma(\lambda)(1+b)^{1-\beta}} \varsigma_{1}^{(1+b)(1-\beta)} \leq r_{0} \quad\left(\right.$ since,$\left.M h^{*}<1\right)$
Therefore, $\left\|F_{1} v+F_{2} s\right\| \leq r_{0}$ for every pairs $v, s \in B_{r_{0}}$.
Step: $2 F_{1}$ is contraction on $B_{r_{0}}$.
For any $v, s \in B_{r_{0}}$ and $\varsigma \in\left[0, \varsigma_{1}\right)$, we have $\left|F_{1} v(\varsigma)-F_{1} s(\varsigma)\right| \leq M h^{*}\|v-s\|$. Taking supremum over $\left[0, \varsigma_{1}\right),\left\|F_{1} v-F_{1} s\right\| \leq M h^{*}\|v-s\|$. Since, $M h^{*}<1, F_{1}$ is contraction.
Step: $3 F_{2}$ is completely continuous operator on $B_{r_{0}}$.
Let $\left\{s_{n}\right\}$ be the sequence in $B_{r_{0}}$ converging to $s \in B_{r_{0}}$ then,

$$
\begin{aligned}
\left|F_{2} s_{n}(\varsigma)-F_{2} s(\varsigma)\right| & \leq \int_{0}^{\varsigma}(\varsigma-\zeta)^{\lambda-1}|V(\varsigma-\zeta)|\left|f_{1}\left(\zeta, s_{n}(\zeta), P_{1} s_{n}(\zeta)\right)-f_{1}\left(\zeta, s(\zeta), P_{1} s(\zeta)\right)\right| d \zeta \\
& \leq \frac{M t_{1}^{\lambda}}{\Gamma(\lambda+1)} \sup _{\zeta \in\left[0, \varsigma_{1}\right)}\left|f_{1}\left(\zeta, s_{n}(\zeta), P_{1} s_{n}(\zeta)\right)-f_{1}\left(\zeta, s(\zeta), P_{1} s(\zeta)\right)\right|
\end{aligned}
$$

Continuity of $f$ and $K$ leads to $\left\|F_{2} s_{n}-F_{2} s\right\| \rightarrow 0$ as $n \rightarrow \infty$. Thus, $F_{2}$ is continuous.
To show $\left\{F_{2} s(\varsigma), s \in B_{r_{0}}\right\}$ is relatively compact it is sufficient to show that the family of
functions $\left\{F_{2} s, s \in B_{r_{0}}\right\}$ is uniformly bounded and equi-continuous, and for any $\varsigma \in\left[0, \varsigma_{1}\right)$, $\left\{F_{2} s(\varsigma), s \in B_{r_{0}}\right\}$ is relatively compact in $\mathcal{U}$.
Clearly for any $s \in B_{r_{0}},\left\|F_{2} s\right\| \leq r_{0}$, which means that the family $\left\{F_{2} s(\varsigma), u \in B_{r_{0}}\right\}$ is uniformly bounded.

For any $u \in B_{r_{0}}$ and $0 \leq \tau_{1}<\tau_{2}<\varsigma_{1}$,

$$
\begin{aligned}
& \left|F_{2} s\left(\tau_{2}\right)-F_{2} s\left(\tau_{1}\right)\right| \\
& \leq\left|\int_{\tau_{1}}^{\tau_{2}}\left(\tau_{2}-\zeta\right)^{\lambda-1} V\left(\tau_{2}-\zeta\right) f_{1}\left(\zeta, s(\zeta), P_{1} s(\zeta)\right) d \zeta\right|+\mid \int_{0}^{\tau_{1}}\left[\left(\tau_{2}-\zeta\right)^{\lambda-1}-\left(\tau_{1}-\zeta\right)^{\lambda-1}\right] V\left(\tau_{2}-\zeta\right) \\
& \quad f_{1}\left(\zeta, s(\zeta), P_{1} s(\zeta)\right) d \zeta\left|+\left|\int_{0}^{\tau_{1}}\left(\tau_{1}-\zeta\right)^{\lambda-1}\left[V\left(\tau_{2}-\zeta\right)-V\left(\tau_{1}-\zeta\right)\right] f(\zeta, s(\zeta), K w(\zeta)) d \zeta\right|\right. \\
& \leq \\
& \quad I_{1}+I_{2}+I_{3}
\end{aligned}
$$

and assuming (B1), (B2), (B3) and Holder inequality the integrals $I_{1} \leq \frac{M M_{1}}{\Gamma(\lambda)(1+b)^{1-\beta}}\left(\tau_{2}-\right.$ $\left.\tau_{1}\right)^{(1+b)(1-\beta)}, I_{2} \leq \frac{M M_{1}}{\Gamma(\lambda)(1+b)^{1-\beta}}\left(\tau_{2}-\tau_{1}\right)^{(1+b)(1-\beta)}$ and $\left.I_{3} \leq \frac{M_{1}}{(1+b)^{1-\beta}} \varsigma^{(1+b)(1-\beta)} \sup _{\zeta \in\left[\tau_{1}, \tau_{2}\right]} \right\rvert\, V\left(\tau_{2}-\right.$ $\zeta)-V\left(\tau_{1}-\zeta\right) \mid$.
The integrals $I_{1}$ and $I_{2}$ are vanishes if $\tau_{1} \rightarrow \tau_{2}$ as they contain term $\left(\tau_{2}-\tau_{1}\right)$. By assumption (B1), the integral $I_{3}$ also vanishes as $\tau_{1} \rightarrow \tau_{2}$. Therefore $\left|F_{2} s\left(\tau_{2}\right)-F_{2} s\left(\tau_{1}\right)\right|$ tends to zero as $\tau_{1} \rightarrow \tau_{2}$ for independent choice of $s \in B_{r_{0}}$. Hence, the family $\left\{F_{2} s, s \in B_{r_{0}}\right\}$ is equicontinuous. Consider $\mathcal{X}(\varsigma)=\left\{F_{2} s(\varsigma), s \in B_{r_{0}}\right\}$ for all $\varsigma \in\left[0, \varsigma_{1}\right)$ It is obvious that $\mathcal{X}(0)$ is relatively compact.
Let $\varsigma \in\left[0, \varsigma_{1}\right)$ be fixed and for each $\epsilon \in\left[0, \varsigma_{1}\right)$, define an operator $F_{\epsilon}$ on $B_{r_{0}}$ by formula $F_{\epsilon} s(\varsigma)=\int_{0}^{\varsigma-\epsilon}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{1}\left(\varsigma, s(\zeta), P_{1} s(\zeta)\right) d \zeta$. Compactness of the operator $V(\varsigma)$ leads to relative compactness of the set $X_{\epsilon}(\varsigma)=F_{\epsilon} s(\varsigma), s \in B_{r_{0}}$ in $\mathcal{U}$.
Moreover, from inequality (4.4)
$\left|F_{2} s(\varsigma)-F_{\epsilon} s(\varsigma)\right| \leq \int_{\epsilon}^{\varsigma}\left|(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{1}\left(\varsigma, s(\zeta), P_{1} s(\zeta)\right)\right| d \zeta \leq \frac{M M_{1}}{\Gamma(\lambda)(1+b)^{1-\beta}}(\varsigma-\epsilon)^{(1+b)(1-\beta)}$

Therefore, $\mathcal{X}(\varsigma)$ is relatively compact as it is very closed to relatively compact set $X_{\epsilon}(\varsigma)$. Thus, by Ascoli-Arzela theorem the operator $F_{2}$ is completely continuous on $B_{r_{0}}$. Hence,by theorem (2.3), $F_{1}+F_{2}$ has fixed point on $B_{r_{0}}$ which is mild solution of the equation (4.1) over the interval $\left[0, s_{1}\right)$.

On the interval $\left[\varsigma_{k}, \zeta_{k}\right)$ for all $k=1,2, \cdots, p$ and for positive $r$ we define $F_{1}$ and $F_{2}$ on $B_{r}$ as, $F_{1} s(\varsigma)=g_{k}(\varsigma, s(\varsigma))$ and $F_{2} s(\varsigma)=0$ then, $s(\varsigma)$ is mild solution of the semilinear fractional integro-differential equation if and only if the operator equation $s=F_{1} s+F_{2} s$ has solution for $u \in B_{r}$ for some $r$. Therefore the existence of a mild solution of (3.1) over the interval [ $\varsigma_{k}, \zeta_{k}$ ) is equivalent to determining a positive constant $r_{0}$, such that $F_{1}+F_{2}$ has a fixed point on $B_{r_{0}}$. In fact, it is obvious due to assumption (B5).

On the interval $\left[\zeta_{k}, \varsigma_{k+1}\right)$ for all $k=1,2, \cdots, p$ and for positive $r$ we define $F_{1}$ and $F_{2}$ on $B_{r}$ as, $F_{1} s(\varsigma)=U\left(\varsigma-\zeta_{k}\right) g_{k}\left(\zeta_{k}, s\left(\zeta_{k}\right)\right)$ and $F_{2} s(\varsigma)=\int_{\zeta_{k}}^{\varsigma}(\varsigma-\zeta)^{\lambda-1} V(\varsigma-\zeta) f_{k+1}\left(\varsigma, s(\zeta), P_{k+1} s(\zeta)\right) d \zeta$ respectively then, $s(\varsigma)$ is mild solution of the semi-linear fractional integro-differential equation if and only if the operator equation $s=F_{1} s+F_{2} s$ has solution for $u \in B_{r}$ for some $r$. Therefore the existence of a mild solution of (3.1) over the interval $\left[\zeta_{k}, \varsigma_{k+1}\right)$ is equivalent to determining a positive constant $r_{0}$, such that $F_{1}+F_{2}$ has a fixed point on $B_{r_{0}}$.
Selecting,

$$
r_{0}=M \frac{\left|s_{0}\right|+|g(\cdot, z)|}{1-M g^{*}}+\frac{M M_{1}}{\left(1-M g^{*}\right) \Gamma(\lambda)(1+b)^{1-\beta}}\left(\varsigma-\zeta_{k}\right)^{(1+b)(1-\beta)}
$$

and using similar arguments for interval $\left[0, \varsigma_{1}\right)$ and by theorem (2.3), $F_{1}+F_{2}$ has fixed point on $B_{r_{0}}$ which is mild solution of the equation (4.1) over the interval $\left[\zeta_{k}, \varsigma_{k+1}\right)$.

Example 4.4. Fractional partial integro-differential system with nonlocal conditions:

$$
\begin{align*}
{ }^{c} D^{\frac{1}{2}} s(\varsigma, \eta) & =s_{\eta \eta}(\varsigma, \eta)+\frac{1}{50} \int_{0}^{\varsigma} e^{-s(\zeta, \eta)} d \zeta, & & \varsigma \in\left[0, \frac{1}{3}\right) \\
{ }^{c} D^{\frac{1}{2}} s(\varsigma, \eta) & =s_{\eta \eta}(\varsigma, \eta)+\frac{1}{60} \int_{0}^{\varsigma} e^{-s(\zeta, \eta)} d \zeta, & & \varsigma \in\left[\frac{2}{3}, 1\right]  \tag{4.5}\\
s(\varsigma, \eta) & =\frac{s(\varsigma, \eta)}{10(1+s(\varsigma, \eta))}, & & \varsigma \in\left[\frac{1}{3}, \frac{2}{3}\right)
\end{align*}
$$

over the interval $[0,1]$ with initial condition $s(0, \eta)=s_{0}(\eta)+\sum_{i=1}^{2} \frac{1}{3^{2}} s(1 / i, \eta)$ and boundary conditions $s(\varsigma, 0)=s(\varsigma, 1)=0$.
The equation (4.5) can be reformulated as fractional order abstract equation in $\mathcal{U}=L^{2}([0,1], \mathbb{R})$ as:

$$
\begin{align*}
{ }^{c} D^{\lambda} z(\varsigma) & =A z(\varsigma)+f_{k}\left(\varsigma, z(\varsigma), P_{k} z(\varsigma)\right), & & \varsigma \in\left[0, \frac{1}{3}\right) \cup\left[\frac{2}{3}, 1\right] \\
z(\varsigma) & =g(\varsigma, z(\varsigma)) & & \varsigma \in\left[\frac{1}{3}, \frac{2}{3}\right) \tag{4.6}
\end{align*}
$$

over the interval $[0,1]$ by defining $z(\varsigma)=s(\varsigma, \cdot)$, operator $A s=s^{\prime \prime}$ (second order derivative with respect to $\eta$ ).
The functions $f_{1}, f_{2}$ and $g$ over respected domains are defined as $f_{1}\left(\varsigma, z(\varsigma), P_{1} z(\varsigma)\right)=\frac{1}{50} \int_{0}^{\varsigma} e^{-z(\zeta)} d \zeta$, $f_{2}\left(\varsigma, z(\varsigma), P_{2} z(\varsigma)\right)=\frac{1}{60} \int_{0}^{\varsigma} e^{-z(\zeta)} d \zeta$ and $g(\varsigma, z(\varsigma))=\frac{z(\varsigma)}{10(1+z(\varsigma))}$ respectively.
The equation (4.6) satisfies the conditions (B1-B5) of the hypothesis with $M h^{*}<1$ and $M g^{*}<$ 1. Hence the equation (4.6) has a mild solution over the interval $[0,1]$.

## 5 Conclusion

In this work, we have derived sufficient conditions for the existence of generalized non-instantaneous semilinear Cauchy problem. Sufficient conditions for the existence of mild solution for generalized non-instantaneous semilinear fractional evolution Cauchy problem with classical and non-local conditions derived using Banach fixed point theorem and Krasnoselskii's fixed point theorem respectively are weaker conditions.

## References

[1] I. Podlubny, Fractional Differential Equations, Academic Press, London, 1999.
[2] K. S. Miller, B. Ross, An Introduction to Fractional Calculus and Fractional Differential Equations, John Wiley and Sons, Newyork, 1993.
[3] J. H. He, Approximate analytical solution for seepage flow with fractional derivatives in porous media, Computer Methods in Applied Mechanics and Engineering, 167(1998), no. 1, 57-68, DOI S0045-7825(98)00108-X.
[4] A. M. A. El-Sayed, Fractional order wave equation, International Journal of Theoretical Physics, 35(1996), 311-322, DOI 10.1007/BF02083817.
[5] V. Gafiychuk, B. Datsan, V. Meleshko, Mathematical modeling of time fractional reactiondiffusion system, Journal of Computational and Applied Mathematics, 220(2008), 215-225, DOI 10.22436/jmcs.08.03.06.
[6] R. Metzler, J. Klafter, The restaurant at the end of random walk, the recent developments in description of anomalous transport by fractional dynamics, Journal of Physics A: A Mathematical and General, 37(2004), 161-208 DOI 10.1088/0305-4470/37/31/R01.
[7] D. Delbosco, L. Rodino, Existence and uniqueness for nonlinear fractional differential equations, Journal of Mathematical Analysis and Applications, 204 (1996), 609-625, DOI 10.1006/jmaa.1996.0456.
[8] J. H. He, Some applications of nonlinear fractional differential equations and their approximations, Bulletin of Science and Technology, 15(1999), 86-90, DOI 10.4236/am.2013.47A002.
[9] A. Jajarmi, S. Arshad, D. Baleanu, A new fractional modelling and control strategy for the outbreak of dengue fever, Physica A 535(2019) 122524, DOI 10.1016/j.physa.2019.122524.
[10] S. Pooseh, H. S. Rodrigues, and D. F. M. Torres, Fractional Derivatives in Dengue Epidemics, Numerical Analysis and Applied Mathematics, AIP Conf. Proc. 1389(2011), 739-742, DOI 10.1063/1.3636838.
[11] S. Qureshi, A. Atangana, Mathematical analysis of dengue fever outbreak by novel fractional operators with field data, Physica A, $\mathbf{5 2 6}$ (2019), 121127, DOI 10.1016/j.physa.2019.121127.
[12] B. Bonilla, M. Rivero, L. Rodriguez-Germa, J. J. Trujillo , Fractional Differential Equations as Alternative Models to Nonlinear Differential Equations, Applied Mathematics and Computation 187(2007) 79-88 ,DOI 10.1016/j.amc.2006.08.105.
[13] M. M. El-Borai, Some Probability Densities and Fundamental Solutions of Fractional Evolution Equations, Chaos, Solitons and Fractals, 14(2002), 433-440, DOI 10.1016/S0960-0779(01)00208-9.
[14] Y. Cheng, G. Guozhu, On the Solution of Nonlinear Fractional Order Differential Equations, Nonlinear Analysis: Theory, Methods and Applications, 310(2005), 26-29,DOI 10.1016/j.camwa.2011.03.031.
[15] M. M. El-Borai, Semigroups and Some Nonlinear Fractional Differential Equations, Applied Mathematics and Computations, 149(2004), 823-831, DOI 10.1016/S0096-3003(03)00188-7.
[16] K. Deng, Exponential Decay of Solutions of Semilinear Parabolic Equations with Nonlocal Initial Conditions, Journal of Applied Mathematics and Computation, 179(1993), 630-637, DOI 10.1155/2020/5615080.
[17] Y. Zhou, F. Jiao, Nonlocal Cauchy Problem for Fracional Evolution Equations, Nonliner Analysis: Real World Applications, 11(2010), 4465-4475, 10.1016/j.nonrwa.2010.05.029.
[18] L. Byszewski, Theorems about the Existence and Uniqueness of Solutions of Semilinear Evolution Nonlocal Cauchy Problem, Journal of Mathematical Analysis and Applications, 162(1991), 494-505, DOI 10.1016/0022-247X(91)90164-U.
[19] K. Balachandran, J. J. Trujillo, The Nonlocal Cauchy Problem for Nonlinear Fractional Integro-differential Equations in Banach spaces, Nonlinear Analysis, 72(2010), 4587-4593, DOI 10.1016/j.na.2010.02.035 .
[20] G. M. N’ Guerekata, A Cauchy Problem for Some Fractional Abstract Differential Equations with Nonlocal Conditions, Journal of Nonlinear Analysis, 70(2009), 1873-1876, DOI 10.1016/j.na.2008.02.087.
[21] K. Balachandran, J. Park, Nonlinear Cauchy Problem for Abstract Semi-linear Evolution Equations, Journal of Nonlinear Analysis, 71(2009), 4471-4475, DOI 10.1016/j.na.2009.03.005.
[22] J. Wang, M. Feckan, Y. Zhou, On The New Concept of Solutions and Existence Results for Impulsive Fractional Evolution Equations. Dynamics of Partial Differential Equations. 8(2011),no. 4, 345-361, DOI 10.4310/DPDE.2011.v8.n4.a3.
[23] F. Li, J. Liang, H-K. Xu, Existence of Mild Solutions for Fractional Integro-differential Equations of Sobolev type with Nonlocal conditions. Journal of Mathematical Analysis and Applications. 391(2012), no. 2, 510-525,DOI 10.1016/j.jmaa.2012.02.057.
[24] V. Laxmikantham, D. Bainov, P. S. Simeonov, The Theory of Impulsive Differential Equations, Singapore, World Scientific (1989).
[25] K. Dishlieva, Impulsive Differential Equations and Applications, Journal of Computational and Applied Mathematics. 1 (2012), 1-6, DOI 10.4172/2168-9679.1000e117.
[26] A. Anguraj, M. M. Arjunan, Existance and Uniqueness of Mild and Classical solutions of Impusive evolution equations, Electronic Journal of Differential Equations. 2005(2005), 1-8.
[27] V. Shah, R. K. George, J. Sharma, and P. Muthukumar, Existence and Uniqueness of Classical and Mild Solutions of Generalized Impulsive Evolution Equations, International Journal of Nonlinear Sciences and Numerical Solutions, 19(2018), 775-780.
[28] M. Benchohra, B. A. Slimani, Existence and uniqueness of solutions to impulsive fractional differential equations, Electronic Journal of Differential Equations., 2009(2009), 1-11.
[29] G. Mophou, Existence and uniqueness of mild solution for some fractional differential equations with nonlocal conditions, Semigroup Forum, 79(2010), 315-322, DOI 10.1016/j.mcm.2012.09.001.
[30] C. Ravichandran, M. Mallika Arjunan, Existence and Uniqueness results for impulsive fractional integrodifferential equations in Banach spaces, International Journal of Nonlinear Science, 11(2011), 427-439.
[31] K. Balachandran, S. Kiruthika, J. J. Trujillo, Existence results for fractional impulsive integro-differential equations in Banach spaces, Commun Nonlinear Sci Numer Simulat, 16(2011), 1970-1977, DOI 10.1515/ms-2015-0090 .
[32] K. Balachandran, S. Kiruthika, J. J. Trujillo, On fractional impulsive equations of sobolev type with nonlocal condition in Banach spaces, Computer and Mathematics with Applications, 62(2011), 11571165, DOI 10.1016/j.camwa.2011.03.031 .
[33] Z. Gao, L. Yang, G. Liu, Existence and uniqueness of solutions to impulsive fractional integrodifferential equations with nonlocal conditions, Applied Mathematics, 4(2013), 859-863, DOI 10.4236/am. 2013.46118.
[34] H. R. Kataria and P. H. Patel, Congruency between classical and mild solutions of Caputo fractional impulsive evolution equation on Banach Space, International Journal of Advance Science and Technology, 29(2020), no. 3s, 1923-1936.
[35] H. Kataria, P. H. Patel, Existence and uniqueness of nonlocal Cauchy problem for fractional differential equations on Banach space, International Journal of Pure and Applied Mathematics 120(2018), 1023710252.
[36] P. Luan Li, C.Jin Xu, Mild solution of Fractional order Differential Equations with not instantaneous impulses, Open Mathematics, 13 (2015), 436-446, DOI 10.1515/math-2015-0042.
[37] K. S. Nisar and V. Vijayakumar, Results concerning to approximate controllability of non-densely defined Sobolev-type Hilfer fractional neutral delay differential system, Mathematical Methods in the Applied Sciences, (2021), 1-22.
[38] K. Kavitha, V. Vijayakumar, R. Udhayakumar and C. Ravichandran, Results on controllability of Hilfer fractional differential equations with infinite delay via measures of noncompactness, Asian Journal of Control, (2021), 1-10. DOI: 10.1002/asjc. 2549.
[39] K. Kavitha, V. Vijayakumar, R. Udhayakumar, N. Sakthivel and K. S. Nisar, A note on approximate controllability of the Hilfer fractional neutral differential inclusions with infinite delay, Mathematical Methods in the Applied Sciences, (2020), 1-20. DOI: 10.1002/mma. 7040.
[40] M. Mohan Raja, V. Vijayakumar, R. Udhayakumar, Results on the existence and controllability of fractional integro-differential system of order $1<r<2$ via measure of noncompactness, Chaos, Solitons and Fractals, 139 (2020), 1-11. 110299.
[41] M. Mohan Raja, V. Vijayakumar, R. Udhayakumar, Y. Zhou, A new approach on the approximate controllability of fractional differential evolution equations of order $1<r<2$ in Hilbert spaces, Chaos, Solitons and Fractals, 141 (2020), 1-10. 110310.
[42] M. Mohan Raja, V. Vijayakumar, R. Udhayakumar, A new approach on approximate controllability of fractional evolution inclusions of order $1<r<2$ with infinite delay, Chaos, Solitons and Fractals, 141 (2020), 1-13. 110343.
[43] A. Meraj and D. N. Pandey, Existence of Mild Solutions for Fractional Non-instantaneous Impulsive Integro-differential Equations with Nonlocal Conditions, Arab Journal of Mathematics, DOI 10.1016/j.ajmsc.2018.11.002.
[44] H. R. Kataria, P. H. Patel, V. Shah, Existence Results of Not-Instantaneous Impulsive Fractional Integrodifferential Equation, Communicated to Demonstratio Mathematica.
[45] A. A. Kilbas, H.M. Srivastava, J. J. Trujillo, Theory and Applications of Fractional Differential Equations, Elsevier Science, (2006).
[46] S. G. Samko. A. A. Kilbas, O. I. Marichev, Fractional Integrals and Derivatives, Theory and Applications, Gorden and Breach, (1993).
[47] A. Shukla, N. Sukavanam and D. N. Pandey, Approximate controllability of fractional semilinear control system of order $\alpha \in(1,2]$ in Hilbert spaces, Nonlinear Studies, 22 (1) (2015), 131-138.
[48] A. Shukla, N. Sukavanam and D. N. Pandey, Approximate Controllability of semilinear fractional control systems of order $\alpha \in(1,2]$ with infinite delay, Mediterranean Journal of Mathematics, 13 (2016), 25392550.
[49] A. Shukla, N. Sukavanam and D. N. Pandey, Approximate controllability of fractional semilinear stochastic system of order $\alpha \in(1,2]$, Journal of Dynamical and Control Systems, 23 (2017), 679-691.
[50] A. Shukla, N. Sukavanam and D. N. Pandey, Approximate controllability of semilinear fractional stochastic control system, Asian-European Journal of Mathematics, 11 (6) (2018), 1-12. 1850088.
[51] A. Singh, A. Shukla, V. Vijayakumar and R. Udhayakumar, Asymptotic stability of fractional order (1, 2] stochastic delay differential equations in Banach spaces, Chaos, Solitons and Fractals, (150) (2021), 1-9. 111095.
[52] J. Borah and S. Bora, Existence of Mild Solution of Class of Nonlocal Fractional Order Differential Equation with Not Instantaneous Impulses, Fractional Calculus \& Applied Analysis, 22(2019), 495-508, 10.1515/fca-2019-0029.
[53] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, New York, 1985.
[54] W. K. Williams, V. Vijayakumar, R. Udhayakumar and K. S. Nisar, A new study on existence and uniqueness of nonlocal fractional delay differential systems of order $1<r<2$ in Banach spaces, Numerical Methods for Partial Differential Equations, 37 (2) (2021), 949-961.
[55] S. Alfaqeih, T. OZIS, Solving Fractional Black-Scholes Eruopean Option Pricing Equations by Aboodh Transform Decomposition Method, Palestine Journal of Mathematics, 9(2) (2020) , 915-924.
[56] S. Tate, H. T. Dinde,Exitence and Uniqueness Results for Nonlinear Implicit Fractional Equation with Nonlocal Conditions, Palestine Journal of Mathematics, 9(1) (2020), 212-219.
[57] S. Harikrishnan, K. Kanagarajan, D. Vivek, Some Existence and Stabilty Results for Integro-Differential Equation by Hilfer-Katugampola Fractional Derivative, Palestine Journal of Mathematics, Vol. 9(1) (2020), 254-262

## Author information

Prakashkumar H. Patel, Haribhai Kataria, Vishant Shah and Jaita Sharma, The M. S. University of Baroda, vadodara, Gujarat- 390002, India.
E-mail:
prakash5881@gmail.com, hrkrmaths@yahoo.com, vishantmsu83@gmail.com, jaita.sharma-appmath@msubaroda.ac.in

Received: May 5th, 2021
Accepted: June 1st, 2021

