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Abstract Terms are fundamental notions in universal algebra for describing algebraic prop-
erties and classifying algebras. In this paper, we propose the concept of a specific class of terms
which are either variables or composed terms where the first input of terms is an arbitrary vari-
able. In this situation, we call such term that a left variable term. Particularly, we define the
partial many-sorted superposition operation on the set of such terms and construct the partial
many sorted algebras, called the partial clone of left variable terms, satisfying the superassotive
law. Based on the idea of clones, algebraic structures consisting a set of operations with compo-
sitions of operations and projection mappings, the partial many-sorted superposition operation is
defined on sets of left variable term operations and its properties are given. We also present the
notion of term operations on left variable terms and study some important properties. Finally,
a hypersubstitution which takes any operation symbol to a left variable term of the correspond-
ing arity is considered. Several properties of such hypersubstitution are examined and it turns
out that the collection of them forms a partial monoid under a suitable partial binary associative
operation.

1 Introduction

The concept of terms in the classical theory of theoretical computer science is one of the sig-
nificant tools for defining input or output data. Similarly, in the study of algebra, terms play
a key role for describing the fundamental properties of algebras. Let X := {x1, x2, . . .} be an
infinite set of symbols and whose elements called variables. We also refer to the set Xn :=
{x1, x2, . . . , xn} as an n-element alphabet of variables. By the symbol (fi)i∈I , we denote an
indexed set and each fi is called an ni-ary operation symbol, where ni ≥ 1 is its arity. The type
τ = (ni)i∈I is a sequence of all arities of fi. Recall from [9, 17] that an n-ary term of type τ is
inductively defined as follows:

(1) Each variable xj ∈ Xn is an n-ary term of type τ .

(2) fi(t1, . . . , tni) is an n-ary term of type τ if t1, . . . , tni are n-ary terms of type τ and fi is an
ni-ary operation symbol.

The set of all n-ary terms of type τ containing x1, . . . , xn and is closed under finite number

of applications of (2), is denoted by Wτ (Xn). The set Wτ (X) :=
∞⋃
n=1

Wτ (Xn) of all terms of

type τ . See [4, 7, 22, 26] for several possibilities to define terms. A connection of terms with
tree in the theory of graph was also determined. Furthermore, in the combinatoric aspects, the
complexity of terms, for instance, a total number of occurrence variables in a term, was studied
by a number of authors. For more details, the reader is referred to [1, 3, 11].

One of important operations on the set of terms is the superposition operation. For each
natural numbers m,n ≥ 1, the superposition operation is a many-sorted mapping

Snm : Wτ (Xn)×Wτ (Xm)
n →Wτ (Xm)

defined by
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(1) Snm(xj , t1, . . . , tn) := tj if xj ∈ Xn,

(2) Snm(fi(s1, . . . , sni), t1, . . . , tn) := fi(Snm(s1, t1, . . . , tn), . . . , Snm(sni , t1, . . . , tn)).

Then the many-sorted algebra clone(τ) can be defined by

clone(τ) := ((Wτ (Xn))n≥1, (Snm)n,m≥1, (xi)i≤n),

which is called the clone of all terms of type τ . Normally, the many-sorted algebra clone(τ) can
be regarded as one of concrete examples of Menger systems [10, 15, 18, 25].

Actually, terms play a critical role for classifying algebras into subclasses. For this, the
corresponding term operations derived from terms are needed. Every term t can be extended to
a term operation t on the algebras. Let A := (A, (fAi )i∈I) be an algebra of type τ and let t be an
n-ary term of type τ . Then t induces an n-ary operation tA on A, by the following steps:

(1) If t = xj ∈ Xn, then tA = xAj = en,Aj where en,Aj is a projection mapping defined by
en,Aj (a1, . . . , an) = aj for all a1, . . . , an ∈ A.

(2) If t = fi(t1, . . . , tni
) is an n-ary term of type τ , and tA1 , . . . , t

A
ni

are the term operations
which are induced by t1, . . . , tni

, then tA = fAi (t
A
1 , . . . , t

A
ni
).

Hence, tA is called the term operation induced by the term t on the algebra A. The set of all
n-ary term operations on A will be denoted by Wτ (Xn)A.

Moreover, the many-sorted algebra

CloneA = ((Wτ (Xn)
A)n≥1, (S

n,A
m )n,m≥1, (e

n,A
i )i≤n)

is constructed. The set of all identities satisfied in algebra A is denoted by IdA,. i.e.,

IdA = {s ≈ t ∈Wτ (X)×Wτ (X) | sA = tA}.

For an extensive information, see [8, 13, 14, 23, 24].
The main aim of this paper is to introduce a novel class of term. We further present some

interesting examples of our new terms and try to define the partial operations on the set of such
terms. Based on the idea of term operations, many properties of them can be used to study the
results. Finally, we apply the hypersubstitution theory for describing the structural properties of
a mapping which takes the set of all operation symbols to the set of such terms.

2 The Partial Clone of Left Variable Terms

The main goal of this section is to introduce the concept of a left variable term.

Definition 2.1. An n-ary left variable term of type τ is defined inductively as follows:

(1) Every variable xi in Xn is an n-ary left variable term of type τ .

(2) If t1, . . . , tni are n-ary left variable terms of type τ , and if t1 = xk for some k ∈ {1, . . . , n},
then fi(t1, . . . , tni

) is an n-ary left variable term of type τ .

The set of all n-ary left variable terms of type τ is denoted by W lv
τ (Xn). By W lv

τ (X) :=⋃
n∈N W

lv
τ (Xn), we mean the set of all left variable terms of type τ .

Now we will present some examples of left variable terms of some type τ .

Example 2.2. We consider the type τ = (2) with one binary operation symbol f and the set of
variables X2. Then some examples of binary left variable terms of type (2) are:

x1, x2, f(x1, x1), f(x2, x1), f(x1, f(x2, x1)), f(x1, f(x1, f(x2, x1))).

But the following are not binary left variable terms:

f(f(x1, x1), x2), f(f(x1, x2), f(x2, x1)).



948 Nuthawud Sungtong, Thodsaporn Kumduang and Sarawut Phuapong

Example 2.3. Let τ = (2), i.e, we have only one binary operation symbol f . Consider the set of
variables X3. Then some examples of ternary left variable terms of type (2) are:

x1, x2, x3, f(x1, x3), f(x3, x2), f(x1, f(x3, x2)), f(x2, f(x1, f(x3, x2))).

However, there are many ternary terms of type (2) which are not ternary left variable terms of
type (2) such as

f(f(x1, x3), x2), f(x1, f(f(x1, x2), f(x2, x3))).

In sense of the usual superpostition operation Snm of terms, the set of all n-ary left vari-
able terms does not closed under such superposition. For an example, let τ = (2), means
that we consider only one binary operation symbol f . Applying the superposition S2

2 . Then
S2

2(f(x1, x2), f(x2, x1), x2) = f(f(x2, x1), x2) is not a binary left variable term of type (2), al-
though f(x2, x1) and x2 are binary left variable terms of type (2).

To define the superposition operation on the set of all left variable terms of type τ , we need
the concept of subterms which was introduced in [2]. By var(t), we denote the set of all variables
that occur in a term t.

Definition 2.4. ([2]) Let t ∈Wτ (X). A subterm t, is defined inductively as follows:

(1) Every variable x ∈ var(t) is a subterm of t.

(2) If t = fi(t1, . . . , tni
), then t itself, t1, . . . , tni

and all subterms of tj , 1 ≤ j ≤ ni, are
subterms of t.

Let sub(t) be the set of all subterms of t. As an example, if t = f(x1, f(x2, x3)), then
sub(t) = {t, x1, f(x2, x3), x2, x3} is the set of all subterms of t.

For any term t, by leftmost(t) we mean the first variable (from the left) occurring in a term
t. Next, we define the set of all leftmosts of any subterm which is not a variable of a term t.

leftmost(t) := {leftmost(s) | s ∈ sub(t) \X}.

For more understanding of that set, we give a noticeable example. Consider a term t =
f(f(x3, x1), f(x5, f(x1, x2))), then sub(t) \ X = {t, f(x3, x1), f(x5, f(x1, x2)), f(x1, x2)} and
so leftmost(t) = {x1, x3, x5}.

The following lemmas are needed for setting the many-sorted operation on the set of left
variable terms.

Lemma 2.5. If t = xi ∈W lv
τ (Xn), s1, . . . , sn ∈W lv

τ (Xm), then Snm(t, s1, . . . , sn) ∈W lv
τ (Xm).

Proof. The proof is clear.

Lemma 2.6. Let t = fi(t1, . . . , tni
) ∈W lv

τ (Xn) with leftmost(t) = {xj1 , . . . , xjk}. If s1, . . . , sn ∈
W lv
τ (Xm) and sjp is a variable in Xm for all p = 1, . . . , k, then we have

Snm(fi(t1, . . . , tni
), s1, . . . , sn) ∈W lv

τ (Xm).

Proof. By the definition of superposition Snm, n,m ≥ 1, we show that Snm(tj , s1, . . . , sn) is a left
variable term for all 1 ≤ j ≤ ni and if leftmost(t) = {xj1 , . . . , xjk} then Snm(tjp , s1, . . . , sn) ∈
Xm for all p = 1, . . . , k. Since tj is a left variable term and leftmost(tj) ⊆ leftmost(t) for
all j = 1, . . . , ni, by the assumption we have that Snm(tj , s1, . . . , sn) is also a left variable term.
Since leftmost(t) = {xj1 , . . . , xjk}, we obtain Snm(tjp , s1, . . . , sn) ∈ Xm. The latter term is a
variable from Xm because sjp ∈ Xm for all p = 1, . . . , k. The proof is finished.

As a direct consequence of Lemma 2.5 and 2.6, we can define the partial many-sorted map-
ping

Slv nm : W lv
τ (Xn)× (W lv

τ (Xm))
n (→W lv

τ (Xm)

by
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Slv nm(t, s1, . . . , sn) =


Snm(t, s1, . . . , sn) if leftmost(t) = {xj1 , . . . , xjk} and

sjp ∈ Xm for all p = 1, . . . , k;
not defined otherwise.

An interesting example is provided in the following.

Example 2.7. Let τ = (2) be a type. This means that we consider only one binary operation sym-
bol, say g. We illustrate the calculation of the partial operation Slv nm where n = 3 and m = 4. If
we set (g(x1, g(x3, x2)), x4, g(x2, x3), x1) ∈ domSlv 3

4, thenSlv 3
4(g(x1, g(x3, x2)), x4, g(x2, x3), x1)

= S3
4(g(x1, g(x3, x2)), x4, g(x2, x3), x1) = g(x4, g(x1, g(x2, x3))) ∈ W lv

(2)(X4). On the other
hand, if (g(x2, x3), x2, g(x4, x4), x1) /∈ domSlv 3

4 implies that Slv 3
4(g(x2, x3), x2, g(x2, x3), x1)

is not defined.

Based on the concept of clone, for example, in [6, 12], we then form an algebraic structure
for left variable terms. Using the sequence of the set of all left variable terms of type τ and the
partial many-sorted superposition defined on them, one can construct a many-sorted algebra,

clonelv(τ) = ((W lv
τ (Xn))n∈N+ , (Slv nm)n,m∈N+ , (xi)i≤n,n∈N+),

which is called the partial clone of left variable terms of type τ .
Unlike algebra, the concept of identity in partial algebra is different [6]. Let s, t be terms of

many-sorted partial algebra A. An equation s ≈ t is said to be a weak identity in A if one side
is defined and the other side is defined and both sides are equal.

We now prove the primary result of the paper showing that the partial many-sorted superpo-
sition of left variable terms satisfies the weak identities (C1)-(C3).

Theorem 2.8. The partial clone of left variable terms of type τ satisfies the following weak
identities (C1), (C2), (C3) for every natural numbers m,n, p ≥ 1 :

(C1) Slv nm(Slv pn(t, t1, . . . , tp), s1, . . . , sn)
= Slv pm(t, S

lv n
m(t1, s1, . . . , sn), . . . , Slv nm(tp, s1, . . . , sn))

whenever t1, . . . , tp ∈Wτ (Xn), s1, . . . , sn ∈Wτ (Xm).

(C2) Slv nm(xi, t1, . . . , tn) = ti whenever t1, . . . , tn ∈Wτ (Xm) for all i ∈ {1, . . . , n}.

(C3) Slv nn(t, x1, . . . , xn) = t.

Proof. First, we prove that (C1) is valid. Let u ∈ W lv
τ (Xp), s1, . . . , sp ∈ W lv

τ (Xn) and
t1, . . . , tn ∈ W lv

τ (Xm) for all natural numbers m,n, p. If leftmost(u) = {xj1 , . . . , xjk} and
sjq ∈ Xn for all q = 1, . . . , k, then we have Slv p

n(u, s1, . . . , sp) = Spn(u, s1, . . . , sp). If
leftmost(Spn(u, s1, . . . , sp)) = {xi1 , . . . , xik} and tiq ∈ Xm for all q = 1, . . . , k, then the
left hand side is defined and equals to Snm(S

p
n(u, s1, . . . , sp), t1, . . . , tn). Since sjp ∈ Xn for

all p = 1, . . . , k, then Slv n
m(sjp , t1, . . . , tn) is defined and equals to Snm(sjp , t1, . . . , tn). For

any i ∈ {1, . . . , p} \ {j1, . . . , jk}, we have that Slv nm(si, t1, . . . , tn) is defined and equals to the
usual superposition Snm(si, t1, . . . , tn). Then the right hand side of (C1) is defined and equals
to Spm(u, S

n
m(s1, t1, . . . , tn), . . . , Snm(sn, t1, . . . , tn)). It is obviously clear that the proof (C2)

follows directly form Lemma 2.5. In order to prove (C3), we replace the variables in such
equation by arbitrary left variable terms s and nullary opearation symbols by x1, . . . , xn. Then
Slv nn(s, x1, . . . , xn) = Snn(s, x1, . . . , xn) = s. The proof is completed.

3 Left Variable Term Operations

In this section, one concrete operation can be defined by using a left variable term. Let m,n
be positive intergers. For any algebra A of type τ , we define partial many-sorted superposition
operations on sets of left variable term operations

Slv n,Am : W lv
τ (Xn)

A × (W lv
τ (Xm)

A)n (→W lv
τ (Xm)

A

by:
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Slv n,Am (tA, sA1 , . . . , s
A
n ) =


Sn,Am (tA, sA1 , . . . , s

A
n ) if leftmost(t) = {xj1 , . . . , xjk} and

sjp ∈ Xm for all p = 1, . . . , k;
not defined otherwise.

In general, the partial operation Slv n,Am defined on an arbitrary algebea A of type τ need not
necessaliry be well-defined. For example, let A be a commutative groupoid, i.e., it is an algebra
of type (2) with a binary operation symbol f . Let

s = f(x1, x2), r = f(x2, x1), t1 = x1, t2 = f(x1, x2).

Clearly, s, r, t1, t2 ∈W lv
(2)(X2). Since leftmost(s) = {x1} and t1 = x1 ∈ X2, we have

Slv 2,A
2 (sA, tA1 , t

A
2 ) = S2,A

2 (sA, tA1 , t
A
2 ) = (f(x1, f(x1, x2)))

A.

On the other hand, Slv 2,A
2 (rA, tA1 , t

A
2 ) is undefined since leftmost(r) = {x2} and t2 /∈ Xn. But

sA = rA by the commutivity of A, so we should have Slv 2,A
2 (sA, tA1 , t

A
2 ) = Slv 2,A

2 (rA, tA1 , t
A
2 ),

which is a contradiction.
To ensure that Slv n,Am are partial operations for all n,m ≥ 1, some conditions are considered.

Lemma 3.1. Let m,n be positive intergers and let A be an algebra of type τ . Then the partial
operations Slv n,Am are well-defined if any left variable terms s, r ∈W lv

τ (Xn) and t1, . . . , tn,
u1, . . . , un ∈W lv

τ (Xm) satisfy the following conditions:

(A) tjp ∈ Xm for all p = 1, . . . , k if leftmost(s) = {xj1 , . . . , xjk},

(B) ujp ∈ Xm for all p = 1, . . . , q if leftmost(r) = {xj1 , . . . , xjq}.

Proof. The aim of this lemma is to show that Slv n,A
m is well defined for any positive integers

m,n. To do this, suppose that s, r ∈ W lv
τ (Xn) and t1, . . . , tn,u1, . . . , un ∈ W lv

τ (Xm) satisfy-
ing the conditions (A), (B), and (sA, tA1 , . . . , t

A
n ) = (rA, uA1 , . . . , u

A
n ). It follows directly that

sA = rA, tAj = uAj for all j = 1, . . . , n. Then s ≈ t, tj ≈ uj are identities in IdA for every
j = 1, . . . , n. Since IdA is congruence in the many-sorted algebra clone(τ), we obtain that
Snm(s, t1, . . . , tn) ≈ Snm(r, u1, . . . , un) is an identity in IdA. This implies that

(Snm(s, t1, . . . , tn))
A = (Snm(r, u1, . . . , un))

A

and thus
Sn,Am (sA, tA1 , . . . , t

A
n ) = Sn,Am (rA, uA1 , . . . , u

A
n ).

Hence Slv n,Am (sA, tA1 , . . . , t
A
n ) = Slv n,Am (rA, uA1 , . . . , u

A
n ) by the assumption.

Now the many-sorted partial algebra of left variable term operations and partial operation
Slv n,Am is constructed as follows:

clonelvA = ((W lv
τ (Xn)

A)n∈N+ , (Slv n,Am )n,m∈N+ , (en,Ai )i≤n,n∈N+)

The algebraic properties of the partial many-sorted algebra clonelvA are investigated.

Theorem 3.2. The many-sorted partial algebra clonelvA satisfies (C1), (C2), (C3) as weak
identities.

Proof. It can be proved in the same precess of Theorem 2.8.

IfA,B are partial algebras of the same type with indexed sets {fAi | i ∈ I} and {fBi | i ∈ I} of
partial operations on A and B, respectively, then by a weak homomorphism we mean a mapping
φ : A → B satisfying: if (a1, . . . , ani) ∈ domfAi , then (φ(a1), . . . , φ(ani)) ∈ domfBi and then,
for all i ∈ I ,

φ(fAi (a1, . . . , ani
)) = fBi (φ(a1), . . . , φ(ani

)).

The situation for many-sorted partial algebra is the same concept.
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Theorem 3.3. For every algebraA of type τ , the partial many-sorted algebra clonelvA is a weak
homomorphic image of clonelv(τ).

Proof. Let n be a positive integer. We define a maping φn : W lv
τ (Xn) → (W lv

τ (Xn))A by
φn(xi) := xAi = en,Ai for all 1 ≤ i ≤ n and φn(fi(t1, . . . , tni

)) := (fi(t1, . . . , tni
))A =

fAi (tA1 , . . . , t
A
ni
) = fAi (φn(t1), . . . , φn(tni)), assumed that φn(tj) := tAj , 1 ≤ j ≤ ni, are al-

ready known. If is clear that the mappings φn are well-defined since s = t implies s ≈ t ∈
IdA, i.e., sA = tA. Assume that (s, t1, . . . , tn) ∈ domSnm. Then s ∈ W lv

τ (Xn), t1, . . . , tn ∈
W lv
τ (Xm) and tjp ∈ Xm for all p = 1, . . . , k if leftmost(s) = {xj1 , . . . , xjk} and

(φn(s), φm(t1), . . . , φm(tn)) = (sA, tA1 , . . . , t
A
n ) ∈ domSlv n,Am .

Furthermore, since we known that (Snm(s, t1, . . . , tn))A = Sn,Am (sA, tA1 , . . . , t
A
n ), we have

φm(Snm(s, t1, . . . , tn)) = Slv n,Am (φn(s), φm(t1), . . . , φm(tn)). This shows that φ = (φn)n≥1 is a
weak homomorphism from clonelv(τ) to clonelvA.

4 The Partial Monoid of Left Variable Hypersubstitutions

We begin this section with recalling the concepts and some notations of hypersubstitutions. Some
backgrounds and current developments of hypersubstitutions can be found in [5, 20, 21, 26]. A
mapping σ : {fi | i ∈ I} → Wτ (X) preserving the arity of both operation symbols and terms,
is called a hypersubstitution of type τ . Each hypersubstitution σ can be extended to a mapping
σ̂ : Wτ (X)→Wτ (X) given by:

(1) σ̂[xi] := xi ∈ X ,

(2) σ̂[fi(t1, . . . , tni)] := Sni
m (σ(fi), σ̂[t1], . . . , σ̂[tni ]).

To define a multiplication, denoted by ◦h, on the set Hyp(τ) of all hypersubstitutions of type
τ , we need this extension of mappings. Let σ1, σ2 be two hypersubstitutions. The operation ◦h
can be defined by σ1 ◦h σ2 := σ̂1 ◦ σ2, where ◦ is the usual composition of functions. Generally,
◦h is associative. Furthermore, under the identity hypersubstitution σid which takes each ni-ary
operation symbol fi to fi(x1, . . . , xni

), we obtain the monoidHyp(τ) := (Hyp(τ), ◦h, σid). For
research in this area, see [16, 19].

Now we introduce a concept of a specific class of hypersubstitutions which take the operation
symbols to left variable terms.

Definition 4.1. A hypersubstitution σ of type τ is said to be left variable hypersubstitution if σ
maps every ni-ary operation symbol to an ni-ary left variable term, i.e.,

σ : {fi | i ∈ I} →W lv
τ (X).

Let Hyplv(τ) be the set of all left variable hypersubstitutions of type τ .

Now we present an example of left variable hypersubstitutions.

Example 4.2. Let τ = (3, 2) be the type with one ternary operation symbol g and one bi-
nary operation symbol f . Let σ be the hypersubstitution taking g to f(x3, f(x1, x2)) and f
to g(x1, x1, x2). Then σ ∈ Hyplv(3, 2).

Using the partial superposition operation Slv n
m, we can define the extension of each left

variable hypersubstitution of type τ

σ̂ : W lv(X)→W lv(X)

by

(1) σ̂[t] := t if t is a variable from X;

(2) σ̂[t] := Slv ni
n (σ(fi), σ̂[t1], . . . , σ̂[tni

]) if t = f(t1, . . . , tni
) and σ̂[t1], . . . , σ̂[tni

] are already
defined.

To demonstrate the process of computation by this definition, let τ = (2) be a type and
t = f(x1, f(x1, x2)) be a binary left variable term. Put σ(f) = f(x2, f(x2, x1)), by applying the
extension σ̂ of a left variable hypersubstitution σ, then we have
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σ̂[t] = σ̂[f(x1, f(x1, x2))]

= Slv 2
2(σ(f), σ̂[x1], σ̂[f(x1, x2)])

= Slv 2
2(f(x2, f(x2, x1)), x1, f(x2, f(x2, x1))).

We see that the partial superposition Slv 2
2 does not defined since x2 ∈ leftmost(σ(f)), but

σ̂[f(x1, x2)] /∈ X2. This shows that σ̂ does not necessary maps a left variable term to a left
variable term.

Generally, to make sure that the extension σ̂ of a left variable hypersubstitution sends left
variable terms to left variable terms, the following lemmas are needed.

Lemma 4.3. Let σ be a left variable hypersubstitution of type τ . Then σ̂[xi] ∈W lv(X) for every
variable xi.

Proof. The proof is obvious.

Lemma 4.4. For any left variable hypersubstitution σ of type τ and a left variable term t =
fi(t1, . . . , tni) with the conditions leftmost(σ(fi)) = {xj1 , . . . , xjk} and σ̂[tjq ] ∈ X for all
q = 1, . . . , k, then σ̂[t] ∈W lv

τ (X).

Proof. Let t = fi(t1, . . . , tni) ∈ W lv
τ (X) and let σ ∈ Hyplv(τ). Since, by our the assumption,

leftmost(σ(fi)) = {xj1 , . . . , xjk} and σ̂[tjq ] ∈ X for all q = 1, . . . , k, by Lemma 2.6, we have
Slv nm(σ(fi), σ̂[t1], . . . , σ̂[tni

]) ∈W lv
τ (X).

Then we develop the definition of σ̂ by setting to be a partial mapping

σ̂ : W lv(X) (→W lv(X)

which is defined by

σ̂[t] :=



t if t is a variable from X,

Slv nm(σ(fi), σ̂[t1], . . . , σ̂[tni
]) if t = fi(t1, . . . , tni

) with
leftmost(σ(fi)) = {xj1 , . . . , xjk}
and σ̂[tjq ] ∈ X for all q = 1, . . . , k,

not defined otherwise.

Now the partial binary operation ◦lvh on Hyplv(τ) is certainly defined by

σ1 ◦lvh σ2 =

{
σ̂1 ◦ σ2 if σ2(fi) ∈ dom(σ̂1) for all i ∈ I;
not defined otherwise.

Consequently, we obtain the partial monoid (Hyplv(τ), ◦lvh , σid).

Lemma 4.5. If for all left variable hypersubstitutions σ1 and σ2 if holds that σ2(fi) ∈ domσ̂1 for
all i ∈ I , then the partial monoid (Hyplv(τ), ◦lvh , σid) is total.

We write Hyplv(τ) to designate the fact that the conditions of Lemma 4.5 hold for the set of
all left variable hypersubstitutions of type τ , i.e., (Hyplv(τ), ◦lvh , σid) is a (total) monoid.

Theorem 4.6. (Hyplv(τ), ◦lvh , σid) is a submonoid of (Hyp(τ), ◦h, σid).

Proof. It is observed that σid is left variable hypersubstitution since σid(fi) = fi(t1, . . . , tni
) is

left variable. Suppose that σ1, σ2 ∈ Hyplv(τ). We show that σ1 ◦h σ2 ∈ Hyplv(τ). In fact,
we have (σ1 ◦lvh σ2)(fi) = σ̂1[σ2(fi)]. Since σ2(fi) is a left variable term and since σ1 is a left
variable hypersubstitution, by Lemma 4.3 and 4.4, σ̂1[σ2(fi)] is a left variable term.

Finally we define some interesting subsets of Hyplv(τ) and investigate their algebraic prop-
erties. For more backgrounds, see [20].

Definition 4.7. Let τ = (ni)i∈I be a type with an operation symbol fi having the arity ni for
each i ∈ I . A left variable hypersubstitution σ in Hyplv(τ) is said to be
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(1) a projection left variable hypersubstitution if σ(fi) ∈ Xni
. Let P lv(τ) be the set of all

projection left variable hypersubstitutions of type τ .

(2) a pre-left variable hypersubstitution if σ(fi) ∈W lv
τ (Xni) \Xni . Let Prelv(τ) be the set of

all pre-left variable hypersubstitutions of type τ .

Proposition 4.8. P lv(τ) ∪ {σid} and Prelv(τ) are submonoids of (Hyplv(τ), ◦lvh , σid).

Proof. It is clear that σid belongs to the sets P lv(τ) ∪ {σid} and Prelv(τ). Now let σ1, σ2 ∈
P lv(τ) ∪ {σid}. To show that the set P lv(τ) ∪ {σid} is closed under the binary operation ◦h,
we consider in four cases. Case 1: σ1, σ2 ∈ P lv(τ). Then both σ1(fi) and σ2(fi) are variables
for each i ∈ I . Hence (σ1 ◦h σ2)(fi) ∈ Xni . Case 2: σ1 ∈ P lv(τ) and σ2 ∈ {σid}. Then
(σ1 ◦lvh σ2)(fi) = σ̂[σ2(fi)] = σ̂[fi(x1, . . . , xni

)] = Slv ni
ni
(σ1(fi), x1, . . . , xni

) ∈ Xni
. Case 3:

σ1 ∈ {σid} and σ2 ∈ P lv(τ). Then (σ1 ◦lvh σ2)(fi) = σ̂1[σ2(fi)] ∈ Xni
. Case 4: σ1, σ2 ∈ {σid}.

The proof is obvious. Hence P lv(τ)∪{σid} is a submonoid ofHyplv(τ). Finally, it is not hard to
verify that the composition of two pre-left variable hypersubstitutions is also a pre-left variable
hypersubstitution. Thus Prelv(τ) is a submonoid of Hyplv(τ).

5 Final Remarks and Conclusions

In this paper, we introduced a specific class of terms, called left variable terms. This concept
can be applied to define an identity for classifying algebras of the same type to the varieties. It
is evidently observed that the commutative law is a basic example of left variable identity which
is used to classify the algebras of type (2) to the variety of commutative groupoids. In addition,
a novel concept of left variable hypersubstitutions of type τ was introduced. There are several
technique to construct the partial monoid of such notion. Finally, the defining of left variable
hyperidentity and left variable solid variety via these ideas that mentioned completely in this
paper are also challenging problems to do the research in the near future. Moreover, based on a
number of papers concerning the freeness of algebras, for example in [27], free structures of left
variable terms can be studied.
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