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Abstract. In this paper, we introduce a new subclass of uniformly convex functions with
negative coefficients defined by lambda operator. We obtain the coefficient bounds, extreme
points and radii of starlikeness and convexity for functions belonging to the class TS(υ, µ, s).
Furthermore, we obtain partial sums and neighbourhood results for this class also.

1 Introduction

Let A denote the class of all functions u(z) of the form

u(z) = z +
∞∑
η=2

aηz
η (1.1)

in the open unit disc E = {z ∈ C : |z| < 1}. Let S be the subclass of A consisting of univalent
functions and satisfy the following usual normalization condition u(0) = u′(0) − 1 = 0. We
denote by S the subclass of A consisting of functions u(z) which are all univalent in E. A
function u ∈ A is a starlike function of the order υ, 0 ≤ υ < 1, if it satisfy

<
{
zu′(z)

u(z)

}
> υ, (z ∈ E). (1.2)

We denote this class with S∗(υ) .
A function u ∈ A is a convex function of the order υ, 0 ≤ υ < 1, if it satisfy

<
{

1 +
zu′′(z)

u′(z)

}
> υ, (z ∈ E). (1.3)

We denote this class with K(υ).
Let T denote the class of functions analytic in E that are of the form

u(z) = z −
∞∑
η=2

aηz
η, aη ≥ 0 (z ∈ E) (1.4)

and let T ∗(υ) = T ∩S∗(υ), C(υ) = T ∩K(υ). The class T ∗(υ) and allied classes possess some
interesting properties and have been extensively studied by Silverman [11] and others.

A function u ∈ A is said to be in the class of uniformly convex functions of order γ and
denoted by UCV (γ), if

<
{

1 +
zu′′(z)

u′(z)
− γ
}
>

∣∣∣∣zu′′(z)u′(z)

∣∣∣∣ , (1.5)

where γ ∈ [−1, 1) and it is said to be in the class corresponding class denoted by SP (γ), if

<
{
zu′(z)

u(z)
− γ
}
>

∣∣∣∣zu′(z)u(z)
− 1
∣∣∣∣ , (1.6)
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where γ ∈ [−1, 1). Indeed it follows from (1.5) and (1.6) that

u ∈ UCV (γ)⇔ zu′ ∈ SP (γ). (1.7)

The Uniformly convex functions were introduced and studied by Goodman with geomet-
ric interpretation in [4] and the class SP is introduced and studied by Ronning in [8, 9]. For
γ = 0, the classes UCV (0) ≡ UCV and SP (0) ≡ SP are defined respectively, by Kanas and
Wisniowska in [5, 6].

Further Ahuja et al. [1], Bharathi et al. [2], Murugusundarmoorthy and Magesh [7] and
Thirupathi Reddy and Venkateswarlu [15] have studied and investigated interesting properties
for the classes UCV (γ) and SP (γ).

For u ∈ A given by (1.1) and g(z) given by

g(z) = z +
∞∑
η=2

bηz
η (1.8)

their convolution (or Hadamard product), denoted by (u ∗ g), is defined as

(u ∗ g)(z) = z +
∞∑
η=2

aηbηz
η = (g ∗ u)(z) (z ∈ E). (1.9)

Note that u ∗ g ∈ A.
Let us recall lambda function [14] defined by

λ(z, s) =
∞∑
η=2

zη

(2η + 1)η

where z ∈ E, s ∈ C, when |z| < 1,<(s) > 1, when |z| = 1
and let λ(−1)(z, s) be defined such that

λ(z, s) ∗ λ(−1)(z, s) =
1

(1− z)µ+1 , µ > −1.

We now define
(
zλ(−1)(z, s)

)
as the following

(zλ(z, s)) ∗
(
zλ(−1)(z, s)

)
=

z

(1− z)µ+1

= z +
∞∑
η=2

(µ+ 1)η−1

(η − 1)!
zη, µ > −1

and obtain the following linear operator

Iµ,su(z) =
(
zλ(−1)(z, s)

)
∗ u(z)

where u ∈ A, z ∈ E and(
zλ(−1)(z, s)

)
= z +

∞∑
η=2

(µ+ 1)η−1(2η − 1)s

(η − 1)!
zη.

A simple computation gives us

Iµ,su(z) = z +
∞∑
η=2

φ(µ, s, η)aηz
η (1.10)

where φ(µ, s, η) =
(µ+ 1)η−1(2η − 1)s

(η − 1)!
. (1.11)
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where (µ)η is the Pochhammer symbol defined in terms of the Gamma function by

(µ)η =
Γ(µ+η)

Γ(µ) =

{
1, if η = 0;
µ(µ+ 1) · · · (µ+ η − 1), if η ∈ N

.

Now, by making use of the linear operator Iµ,su, we define a new subclass of functions
belonging to the class A.

Definition 1.1. For −1 ≤ υ < 1, we let S(υ, µ, s) be the subclass of A consisting of functions of
the form (1.1) and satisfying the analytic criterion

<
{
z(Iµ,su(z))′

Iµ,su(z)
− υ
}
≥
∣∣∣∣z(Iµ,su(z))′Iµ,su(z)

− 1
∣∣∣∣ , (1.12)

for z ∈ E.

By suitably specializing the values of µ and s, the class S(υ, µ, s) can be reduces to the class
studied earlier by Ronning [8, 9]. The main object of the paper to study some usual properties
of the geometric function theory such as coefficient bounds, extreme points, radii of starlikness
and convexity, partial sums for the class and neighbourhood results for the class.

2 Coefficient bounds

In this section we obtain a necessary and sufficient condition for function u(z) is in the classes
S(υ, µ, s) and TS(υ, µ, s).

Theorem 2.1. The function u defined by (1.1) is in the class S(υ, µ, s) if
∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)|aη| ≤ 1− υ, (2.1)

where −1 ≤ υ < 1.

Proof. It suffices to show that∣∣∣∣z(Iµ,su(z))′Iµ,su(z)
− 1
∣∣∣∣−<{z(Iµ,su(z))′Iµ,su(z)

− 1
}

≤1− υ.

We have ∣∣∣∣z(Iµ,su(z))′Iµ,su(z)
− 1
∣∣∣∣−<{z(Iµ,su(z))′Iµ,su(z)

− 1
}

≤2
∣∣∣∣z(Iµ,su(z))′Iµ,su(z)

− 1
∣∣∣∣

≤
2
∞∑
η=2

(η − 1)φ(µ, s, η)|aη|

1−
∞∑
η=2

φ(µ, s, η)|aη|

This last expression is bounded above by (1− υ) by
∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)|aη| ≤ 1− υ,

and hence the proof is complete.

Theorem 2.2. A necessary and sufficient condition for u(z) of the form (1.4) to be in the class
TS(υ, µ, s),−1 ≤ υ < 1 is that

∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)|aη| ≤ 1− υ. (2.2)
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Proof.

In view of Theorem 2.1, we need only to prove the necessity.
If u ∈ TS(υ, µ, s) and z is real then

1−
∞∑
η=2

ηφ(µ, s, η)aηzη−1

1−
∞∑
η=2

φ(µ, s, η)aηzη−1
− υ ≥

∣∣∣∣∣∣∣∣
∞∑
η=2

(η − 1)φ(µ, s, η)|aη|

1−
∞∑
η=2

φ(µ, s, η)|aη|

∣∣∣∣∣∣∣∣ .
Letting z → 1 along the real axis, we obtain the desired inequality

∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)|aη| ≤ 1− υ.

Theorem 2.3. Let u(z) defined by (1.4) and g(z) = z −
∞∑
η=2

bηz
η be in the class TS(υ, µ, s).

Then the function h(z) defined by

h(z) = (1− ζ)u(z) + ζg(z) = z −
∞∑
η=2

cηz
η,

where cη = (1− ζ)aη + ζbη, 0 ≤ ζ < 1 is also in the class TS(υ, µ, s).

Proof. Let the function

uj = z −
∞∑
η=2

aη,jz
η, aη,j ≥ 0, j = 1, 2, (2.3)

be in the class TS(υ, µ, s). It is sufficient to show that the function g(z) defined by

g(z) = ζu1(z) + (1− ζ)u2(z), 0 ≤ ζ ≤ 1,

is in the class TS(υ, µ, s). Since

g(z) = z −
∞∑
η=2

[ζaη,1 + (1− ζ)aη,2]zη,

an easy computation with the aid of Theorem 2.2 gives,

∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)ζaη,1

+
∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)(1− ζ)aη,2

≤ ζ(1− υ) + (1− ζ)(1− υ)
≤ 1− υ,

which implies that g ∈ TS(υ, µ, s).
Hence TS(υ, µ, s) is convex.
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3 Extreme points

The proof of Theorem 3.1, follows on lines similar to the proof of the theorem on extreme points
given in Silverman [11].

Theorem 3.1. Let u1(z) = z and

uη(z) = z − 1− υ
[2η − (υ + 1)]φ(µ, s, η)

zη, (3.1)

for η = 2, 3, · · · . Then u(z) ∈ TS(υ, µ, s) if and only if u(z) can be expressed in the form

u(z) =
∞∑
η=2

ζηuη(z), where ζη ≥ 0 and
∞∑
η=1

ζη = 1.

Next we prove the following closure theorem.

4 Closure theorem

Theorem 4.1. Let the function uj(z), j = 1, 2, · · · , l defined by (2.3) be in the classes TS(υj , µ, s), j =
1, 2, · · · , l respectively. Then the function h(z) defined by

h(z) = z − 1
l

∞∑
η=2

 l∑
j=1

aη,j

 zη

is in the class TS(υ, µ, s), where υ = min
1≤j≤l

{υj}, where −1 ≤ υj ≤ 1.

Proof. Since uj(z) ∈ TS(υj , µ, s), j = 1, 2, · · · , l by applying Theorem 2.2 to (2.3), we observe
that

∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)

1
l

l∑
j=1

aη,j


=

1
l

l∑
j=1

aη,j

 ∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)aη,j


≤1
l

l∑
j=1

(1− υj)

≤1− υ

which in view of Theorem 2.2, again implies that h(z) ∈ TS(υ, µ, s) and so the proof is com-
plete.

Theorem 4.2. Let u ∈ TS(υ, µ, s). Then

(1). u is starlike of order δ, 0 ≤ δ < 1, in the disc |z| < r1

i.e., <
{
zu′(z)
u(z)

}
> δ, |z| < r1, where

r1 = inf
η≥2

{(
1− δ
η − δ

)
[2η − (υ + 1)]φ(µ, s, η)

1− υ

} 1
η−1

.

(2). u is convex of order δ, 0 ≤ δ < 1, in the disc |z| < r1

i.e., <
{

1 + zu′′(z)
u′(z)

}
> δ, |z| < r2, where

r2 = inf
η≥2

{(
1− δ
η − δ

)
[2η − (υ + 1)]φ(µ, s, η)

1− υ

} 1
η

.

Each of these results are sharp for the extremal function u(z) given by (3.1).
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Proof. Given u ∈ A and u is starlike of order δ, we have∣∣∣∣zu′(z)u(z)
− 1
∣∣∣∣ < 1− δ. (4.1)

For the left hand side (4.1), we have

∣∣∣∣zu′(z)u(z)
− 1
∣∣∣∣ ≤

∞∑
η=2

(η − 1)aη|z|η−1

1−
∞∑
η=2

aη|z|η−1
.

The last expression is less that 1− δ if

∞∑
η=2

η − δ
1− δ

aη|z|η−1 < 1.

Using the fact, that u ∈ TS(υ, µ, s) if and only if

∞∑
η=2

[2η − (υ + 1)]φ(µ, s, η)
1− υ

aη < 1.

We can say (4.1) is true if

η − δ
1− δ

|z|η−1 <
[2η − (υ + 1)]φ(µ, s, η)

1− υ

Or equivalently,

|z|η−1 <
(1− δ)[2η − (υ + 1)]φ(µ, s, η)

(η − δ)(1− υ)
which yields the starlikeness of the family.

(2). Using the fact that u is convex if and only if zu′ is starlike, we can prove (2), on lines
similar to the proof of (1).

5 Partial Sums

Following the earlier works by Silverman [12] and Silvia [13] on partial sums of analytic func-
tions. We consider in this section partial sums of functions in this class S(υ, µ, s) and obtain
sharp lower bounds for the ratios of real part of u(z) to uq(z) and u′(z) to u′q(z).

Theorem 5.1. Let u(z) ∈ S(υ, µ, s) be given by ( 1.1) and define the partial sums u1(z) and
uq(z) by

u1(z) = z and uq(z) = z +
q∑
η=2

aηz
η, (q ∈ N \ {1}). (5.1)

Suppose that
∞∑
η=2

dη|aη| ≤ 1,

where dη =
[2η − (υ + 1)]φ(µ, s, η)

1− υ
(5.2)

Then u ∈ S(υ, µ, s).

Further more, <
[
u(z)

uq(z)

]
> 1− 1

dq+1
, z ∈ E, q ∈ N (5.3)

and <
[
uq(z)

u(z)

]
>

dq+1

1 + dq+1
. (5.4)
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Proof. For the coefficients dη given by (5.2) it is not difficult to verify that

dη+1 > dη > 1. (5.5)

Therefore we have
q∑
η=2
|aη|+ dq+1

∞∑
η=q+1

|aη| ≤
∞∑
η=2

dη|aη| ≤ 1 (5.6)

by using the hypothesis ( 5.2). By setting

g1(z) = dq+1

[
u(z)

uq(z)
−
(

1− 1
dq+1

)]

= 1 +

dq+1

∞∑
η=q+1

aηz
η−1

1 +
q∑
η=2

aηzη−1
(5.7)

and applying ( 5.6), we find that

∣∣∣∣g1(z)− 1
g1(z) + 1

∣∣∣∣ ≤
dq+1

∞∑
η=q+1

|aη|

2− 2
q∑
η=2
|aη| − dq+1

∞∑
η=q+1

|aη|
≤ 1 (5.8)

which readily yields the assertion ( 5.3) of Theorem 5.1. In order to see that

u(z) = z +
zq+1

dq+1
(5.9)

gives sharp result, we observe that for z = re
iπ
q that

u(z)

uq(z)
= 1 +

zq

dq+1
→ 1− 1

dq+1
as z → 1−.

similarly, if we take

g2(z) = (1 + dq+1)

(
uq(z)

u(z)
− dq+1

1 + dq+1

)

= 1−
(1 + dη+1)

∞∑
η=q+1

aηz
η−1

1 +
∞∑
η=2

aηzη−1
(5.10)

and making use of ( 5.6), we can deduce that

∣∣∣∣g2(z)− 1
g2(z) + 1

∣∣∣∣ ≤
(1 + dq+1)

∞∑
η=q+1

|aη|

2− 2
q∑
η=2
|aη| − (1− dq+1)

∞∑
η=q+1

|aη|

which leads is immediately to the assertion ( 5.4) of Theorem 5.1.
The bound in ( 5.4) is sharp for each q ∈ N with the external function u(z) given by ( 5.9).

The proof of the Theorem 5.1 is thus complete.

Theorem 5.2. If u(z) of the form ( 1.1) satisfies the condition ( 2.1) then

<
[
u′(z)

u′q(z)

]
≥ 1− q + 1

dq+1
(5.11)
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Proof. By setting

g3(z) = dq+1

[
u′(z)

u′q(z)

]
−
(

1− q + 1
dq+1

)

=

1 +
dq+1
q+1

∞∑
η=q+1

ηaηz
η−1 +

∞∑
η=2

ηaηz
η−1

1 +
∞∑
η=2

ηaηzη−1

= 1 +

dq+1
q+1

∞∑
η=q+1

ηaηz
η−1

1 +
∞∑
η=2

ηaηzη−1

∣∣∣ g3(z)−1
g3(z)+1

∣∣∣ ≤ dq+1
q+1

∞∑
η=q+1

η|aη|

2−2
q∑
η=2

η|aη|−
dq+1
q+1

∞∑
η=q+1

η|aη|
. (5.12)

Now
∣∣∣ g3(z)−1
g3(z)+1

∣∣∣ ≤ 1 if
q∑
η=2

η|aη|+ dq+1
q+1

∞∑
η=q+1

η|aη| ≤ 1. (5.13)

Since the left hand side of(5.13)is bounded above by
q∑
η=2

dη|aη| if

q∑
η=2

(dη − η)|aη|+
∞∑

η=q+1
dη − dq+1

q+1 η|aη| ≥ 0. (5.14)

and the proof is complete.
The result is sharp for the extremal function u(z) = z + zq+1

dq+1
.

Theorem 5.3. If u(z) of the form (1.1) satisfies the condition (2.1) then

<
[
u′q(z)

u′(z)

]
≥ dq+1

q + 1 + dq+1
. (5.15)

Proof. By setting

g4(z) = [q + 1 + dq+1]

[
u′q(z)

u′(z)
− dq+1

q + 1 + dq+1

]

= 1−

(
1 +

dq+1
q+1

) ∞∑
η=q+1

ηaηz
η−1

1 +
q∑
η=2

ηaηzη−1

and making use of (5.14), we deduce that

∣∣∣∣g4(z)− 1
g4(z) + 1

∣∣∣∣ ≤
(

1 +
dq+1
q+1

) ∞∑
η=q+1

η|aη|

2− 2
q∑
η=2

η|aη| −
(

1 +
dq+1
q+1

) ∞∑
η=q+1

η|aη|
≤ 1

which leads us immediately to the assertion of the Theorem 5.3.

6 Neighbourhood for the class Sξ(υ, µ, s)

In this section, we determine the neighbourhoods for the class Sξ(υ, µ, s) which we define as
follows:
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Definition 6.1. A function u ∈ A is said to be in the class Sξ(υ, µ, s) if there exist a function
g ∈ S(υ, µ, s) such that ∣∣∣∣∣u(z)g(z)

− 1

∣∣∣∣∣ < 1− υ, (z ∈ E, 0 ≤ υ < 1). (6.1)

For any function u(z) ∈ A, z ∈ E and δ ≥ 0, we define

Nη,δ(u) =
{
g ∈ Σ : g(z) = z +

∞∑
η=2

bηz
η and

∞∑
η=2

η|aη − bη| ≤ δ
}
. (6.2)

which is the (η, δ)−neighbourhood of u(z).
The concept of neighbourhoods was first introduced by Goodman [3] and generalized by

Ruscheweyh [10].

Theorem 6.2. If g ∈ S(υ, µ, s) and

ξ = 1− δ(1− υ)
2[(1− υ)− (3− υ)φ(µ, s, 2)]

(6.3)

then Nη,δ(g) ⊂ Sξ(υ, µ, s).

Proof. Suppose u ∈ Nη,δ(g). We then find from (6.2) that

∞∑
η=2

n|aη − bη| ≤ δ (6.4)

which yields the coefficient inequality

∞∑
η=2

|aη − bη| ≤
δ

2
(η ∈ N). (6.5)

Next, since g ∈ S(υ, µ, s), we have

∞∑
η=2

bη ≤
(3− υ)φ(µ, s, 2)

1− υ
. (6.6)

So that

∣∣∣∣∣u(z)g(z)
− 1

∣∣∣∣∣ <
∞∑
η=2
|aη − bη|

1−
∞∑
η=2

bη

=
δ(1− υ)

2[(1− υ)− (3− υ)φ(µ, s, 2)]
= 1− ξ

provided ξ is given by (6.3). Thus the proof of the theorem is completed.
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