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Abstract Let K be a nonempty, closed convex subset of real Hilbert H and let F : K →
(−∞, +∞] be a proper, lower semi-continuous and convex function. Let f : K → K be an
b-contraction mapping and T : K → CB(K) be a multivalued quasi-nonexpansive mapping
such that Fix(T ◦ JFλ ) 6= ∅. Let {xn} be a sequence defined as follows:

x0 ∈ K,
yn = θnxn + (1− θn)un, un ∈ T ◦ JFλ xn,
xn+1 = αnf(xn) + (1− αn)yn,

(0.1)

where JFλ is the Moreau-Yosida resolvent of F in K and {θn} and {αn} be sequences in (0, 1)
satisfying certain conditions. Then it is proved that, under some mild conditions, {xn}n≥1 con-
verges strongly to an element of Fix(T )∩ argminu∈K F (u) without imposing any compactness-
type condition on the mapping or the space. Applications are also considered. The presented
results in the paper are new.

1 Introduction

Let (X, d) be a metric space, K be a nonempty subset of X and T : K → 2K be a multivalued
mapping. An element x ∈ K is called a fixed point of T if x ∈ Tx. For single valued mapping,
this reduces to Tx = x. The fixed point set of T is denoted by Fix(T ) := {x ∈ D(T ) : x ∈ Tx}.

The theory of set-valued mappings is one of the most powerful and important tools of mod-
ern mathematics and may be considered a core subject of nonlinear analysis. In the last few
decades, the problem of nonlinear analysis with its relation to fixed point theory has emerged
as a rapidly growing area of research because of its applications in game theory, optimization
problem, control theory, integral and differential equations and inclusions, dynamic systems
theory, signal and image processing, and so on. The crucial key of this success is due to the
possibility of representing various problems arising in the above disciplines, in the form of an
equivalent fixed point problem with multivalued mappings. Until now there have been many
effective algorithms for solving fixed point problem with set-valued mappings, the reader can
consult [19, 20, 22, 23, 26, 29, 17]. We describe briefly the connection of fixed point theory for
multi-valued mappings with these applications.

Game Theory. Nash showed the existence of equilibria for non-cooperative static games as a
direct consequence of multivalued Brouwer or Kakutani fixed point theorem. More precisely,
under some regularity conditions, given a game, there always exists a multi-valued mapping
whose fixed points coincide with the equilibrium points of the game. This, among other things,
made Nash a recipient of Nobel Prize in Economic Sciences in 1994. However, it has been
remarked that the applications of this theory to equilibrium are mostly static: they enhance
understanding conditions under which equilibrium may be achieved but do not indicate how to
construct a process starting from a non-equilibrium point and convergent to equilibrium solution.
This is part of the problem that is being addressed by iterative methods for fixed point of multi-
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valued mappings. Consider a game G = (un,Kn) with N players denoted by n, n = 1, · · · , N ,
where Kn ⊂ Rmn is the set of possible strategies of the n’th player and is assumed to be
nonempty, compact and convex and un : K := K1 × K2 · · · × KN → R is the payoff (or
gain function) of the player n and is assumed to be continuous. The player n can take individual
actions, represented by a vector σn ∈ Kn. All players together can take a collective action,
which is a combined vector σ = (σ1, σ2, · · · , σN ). For each n, σ ∈ K and zn ∈ Kn, we will use
the following standard notations:

K−n := K1 × · · · ×Kn−1 ×Kn+1 × · · · ×KN ,

σ−n := (σ1, · · · , σn−1, σn+1, · · · , σN ),

(zn, σ−n) := (σ1, · · · , σn−1, zn, σn+1, · · · , σN ).

A strategy σ̄n ∈ Kn permits the n’th player to maximize his gain under the condition that the
remaining players have chosen their strategies σ−n if and only if

un(σ̄n, σ−n) = max
zn∈Kn

un(zn, σ−n).

Now, let Tn : K−n → 2Kn be the multivalued map defined by

Tn(σ−n) := Arg max
zn∈Kn

un(zn, σ−n) ∀σ−n ∈ K−n.

Definition. A collective action σ̄ = (σ̄1, · · · , σ̄N ) ∈ K is called a Nash equilibrium point if,
for each n, σ̄n is the best response for the n’th player to the action σ̄−n made by the remaining
players. That is, for each n,

un(σ̄) = max
zn∈Kn

un(zn, σ̄−n) (1.1)

or equivalently,
σ̄n ∈ Tn(σ̄−n). (1.2)

This is equivalent to σ̄ is a fixed point of the multivalued map T : K → 2K defined by

T (σ) := [T1(σ−1), T2(σ−2), · · · , TN (σ−N )].

From the point of view of social recognition, game theory is perhaps the most successful area of
application of fixed point theory of multivalued mappings.

Differential Equations . Consider the following Cauchy problem:

du

dt
= f(t, u), p.p. t ∈ I := [−a, a], u(0) = u0. (1.3)

if f : I × R → R is discontinuous with bounded jumps, so we look in the sens of Filippov
solutions [11], i.e. the solutions of differential inclusions:

du

dt
∈ F (t, u), p.p. t ∈ I, u(0) = u0, (1.4)

where
F (t, x) = [lim inf

y→x
f(t, y), lim sup

y→x
f(t, y)]. (1.5)

Put H := L2(I). Let NF : H → 2H be a Nemytskii operator defined by:

NF (u) := {v ∈ H : v(t) ∈ F (t, u(t)) p.p., t ∈ I},

and let T : H → 2H be a multivalued mapping such that T := L−1 ◦ NF , L−1 be an inverse
differential operator Lu := u′, defined by

L−1v(t) := u0 +

∫ t

0
v(s)ds.
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Therefore, u is a solution of (1.4) if and only if u is a fixed point of T , i.e., u ∈ Tu.

Let D be a nonempty subset of a normed space E. The set D is called proximinal (see, e.g., [23])
if for each x ∈ E, there exists u ∈ D such that

d(x, u) = inf{‖x− y‖ : y ∈ D} = d(x,D),

where d(x, y) = ‖x − y‖ for all x, y ∈ E. Every nonempty, closed and convex subset of a real
Hilbert space is proximinal. Let CB(D), K(D) and P (D) denote the family of nonempty closed
bounded subsets, nonempty compact subsets, and nonempty proximinal bounded subsets of D
respectively. The Pompeiu Hausdorff metric on CB(D) is defined by:

H(A,B) = max
{

sup
a∈A

d(a,B), sup
b∈B

d(b, A)
}

for all A,B ∈ CB(D) (see, Berinde [3]). A multi-valued mapping T : D(T ) ⊆ E → CB(E) is
called L- Lipschitzian if there exists L > 0 such that

H(Tx, Ty) ≤ L‖x− y‖ ∀x, y ∈ D(T ). (1.6)

When L ∈ (0, 1), we say that T is a contraction, and T is called nonexpansive if L = 1.
A multivalued map T is called quasi-nonexpansive if

H(Tx, Tp) ≤ ‖x− p‖

holds for all x ∈ D(T ) and p ∈ Fix(T ).A mapping T : D → CB(D) is said to be nonspreading-
type multi-valued mapping [6] if

2H(Tx, Ty)2 ≤ d(x, Ty)2 + d(y, Tx)2, x, y ∈ D.

Remark 1.1. Easily, we obtain the following conclusions:

1. Every multivalued nonexpansive mapping is quasi-nonexpansive.

2. Every multivalued nonspreading mapping is quasi-nonexpansive.

On the other hand, let K be a nonempty, closed convex subset of real Hilbert H and let F :
K → (−∞, +∞] be a proper, lower semi-continuous. Some major problems in optimization is
to find x ∈ K such that such that

F (x) = min
y∈H

F (y). (1.7)

The set of all minimizers of F on H is denoted by argminy∈H F (y). A successful and powerful
tool for solving this problem is the well-known proximal point algorithm (shortly, the PPA)
which was initiated by Martinet [18] in 1970 and later studied by Rockafellar [25] in 1976. The
PPA is defined as follows: x1 ∈ H,

xn+1 = argminy∈H
[
F (y) +

1
2λn
‖xn − y‖2

]
,

(1.8)

where λn > 0 for all n ≥ 1. In [25] Rockafellar proved that the sequence {xn} given by (1.8)
converges weakly to a minimizer of F . He then posed the following question:
Q1: does the sequence {xn} converges strongly? This question was resolved in the negative by
Güler [13] (1991). He produced a proper lower semi-continuous and convex function F in l2 for
which the PPA converges weakly but not strongly. This leads naturally to the following ques-
tion: Q2: Can the PPA be modified to guarantee strong convergence? In response to Q2, several
works have been done (see, e.g., Güler [13], Kamimura and Takahashi [15], Chidume and Djitte
[9] and the references therein). In the recent years, the problem of finding a common element
of the set of solutions of various convex minimization problems and the set of fixed points for
nonlinear mapping in the framework of Hilbert spaces and Banach spaces have been intensively
studied by many authors.

Very recently, Chang et al. [6], proved the following theorem.
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Theorem 1.2 (Chang et al. [6]). Let C be a nonempty, closed and convex subset of a real Hilbert
space H and g : C → (−∞, +∞] be a proper convex and lower semi-continuous function.
Let T : K → K(C) be a multivalued nonspreading-type multivalued mapping such that Ω :=
Fix(T ) ∩ argminu∈C g(u) 6= ∅. Let {xn} be the sequence generated as follows:

x1 ∈ C,

un = argminy∈H
[
g(y) +

1
2λn
‖xn − y‖2

]
,

zn = (1− βn)xn + βnwn, wn ∈ Tun,
xn+1 = (1− αn)xn + αnvn, vn ∈ Tzn,

(1.9)

where {αn} ⊂ (0, 1) and {βn} are real sequences in [0, 1] such that 0 < a ≤ αn, βn ≤ b < 1 for
all n ≥ 1, and {λn} is a real sequence such that λn ≥ λ > 0 for all n ≥ 1 and some λ. Then the
sequence {xn} converges weakly to an element of Ω.

Motivated and inspired by the ongoing results in this field, we introduce a new iterative
approach and prove a strong convergence theorem for convex minimization problem and fixed
point problem with multivalued quasi-nonexpansive mappings in Hilbert spaces. Finally, our
method of proof is of independent interest.

2 Preliminaries

The following lemmas will be useful in the sequel. Let H be a real Hilbert space. Let {xn} be a
sequence in H, and x ∈ H. We denote the weak convergence of xn to x xn ⇀ x and the strong
convergence xn to x by xn −→ x. Let K be a nonempty, closed convex subset of H. The nearest
point projection fromH toK denoted by PK , assigns to each x ∈ H the unique point ofK, PKx
such that

‖x− PKx‖ ≤ ‖x− y‖,

for all y ∈ K. It is well known that for every x ∈ H ,

〈x− PKx, y − PKx〉 ≤ 0, (2.1)

for all y ∈ K.

Definition 2.1. Let H be a real Hilbert space and T : D(T ) ⊂ H → 2H be a multivalued
mapping. The multivalued map I − T is said to be demiclosed at 0 if for any sequence {xn} ⊂
D(T ) such that {xn} converges weakly to p and d(xn, Txn) converges to zero, then p ∈ Tp,
where I is the identity map of H .

Lemma 2.2 (Cholamjiak, [7]). Let H be a real Hilbert space and C be a nonempty closed and
convex subset of H . Let T : C → K(C) be a multivalued nonspreading mapping. Then I − T is
demi-closed at zero.

Lemma 2.3 (Chidume, [8]). Let H be a real Hilbert space. Then, for every x, y ∈ H, and every
λ ∈ [0, 1], the following hold:

‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉.

‖λx+ (1− λ)y‖2 = λ‖x‖2 + (1− λ)‖y‖2 − (1− λ)λ‖x− y‖2, λ ∈ (0, 1).

Lemma 2.4 (Xu, [27]). Assume that {an} is a sequence of nonnegative real numbers such that
an+1 ≤ (1−αn)an+σn for all n ≥ 0, where {αn} is a sequence in (0, 1) and {σn} is a sequence
in R such that

(a)
∞∑
n=0

αn =∞, (b) lim sup
n→∞

σn
αn
≤ 0 or

∞∑
n=0

|σn| <∞. Then lim
n→∞

an = 0.
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Let H be a real Hilbert space and K be a nonempty convex subset of H . Let g : K →
(−∞, +∞] be a proper, lower semi-continuous and convex function. For every λ > 0, the
Moreau-Yosida resolvent of g , Jgλ is defined by :

Jgλx = argminu∈K
[
g(u) +

1
2λ
‖x− u‖2

]
,

for all x ∈ H. It was shown in [13] that the set of fixed points of the resolvent associated to g
coincides with the set of minimizers of g. Also, the resolvent Jgλ of g is nonexpansive for all
λ > 0.

Lemma 2.5. (Miyadera [21]) Let H be a real Hilbert space and K be a nonempty convex subset
of H . Let g : K → (−∞, +∞] be a proper, lower semi-continuous and convex function. For
every r > 0 and µ > 0, the following holds:

Jgr x = Jgµ(
µ

r
x+ (1− µ

r
)Jgr x).

Lemma 2.6 (Sub-differential inequality, Ambrosio et al., [2]). Let H be a real Hilbert space
and g : H → (−∞, +∞] be a proper, lower semicontinuous and convex function. Then, for
every x, y ∈ H and λ > 0, the following sub-differential inequality holds:

1
λ
‖Jgλx− y‖

2 − 1
λ
‖x− y‖2 +

1
λ
‖x− Jgλx‖

2 + g(Jgλx) ≤ g(y). (2.2)

Lemma 2.7 (Mainge, [19]). Let {tn} be a sequence of real numbers that does not decreases at
infinity in the sense that there exists a subsequence {tni} of
{tn} such that tni ≤ tni+1 for all i ≥ 0. For n ∈ N, sufficiently large, let {τ(n)} be the sequence
of integers defined as follows:

τ(n) = max{k ≤ n : tk ≤ tk+1}.

Then, τ(n)→∞ as n→∞ and

max{tτ(n), tn} ≤ tτ(n)+1.

Lemma 2.8. [1] Let K be a nonempty, closed convex subset of real Hilbert H and let F : K →
(−∞, +∞] be a proper, lower semi-continuous and convex function. Let m ≥ 1 be a fixed
number, 1 ≤ i ≤ m, let Ti : K → CB(K) be a multivalued nonexpansive mapping such that

Tip = {p} ∀p ∈
m⋂
i=1

F (Ti). Then, Fix(Ti ◦ JFλ ) = Fix(Ti) ∩ argminu∈K F (u), 1 ≤ i ≤ m.

Remark 2.9. Let F : K → (−∞, +∞] be a proper, lower semi-continuous and convex function
and T : K → CB(K) be a multivalued quasi-nonexpansive mapping such that Tp = {p} ∀ p ∈
Fix(T ). By a similar argument as in Lemma 2.8, we can show that Fix(T ◦ JFλ ) = Fix(T ) ∩
argminu∈K F (u) and T ◦ JFλ is a multivalued quasi-nonexpansive mapping.

3 Main Result

We show the main result of this paper, that is, the strong convergence analysis for Algorithm 3.1.

Algorithm 3.1. Step 0. Take {αn} ⊂ (0, 1), {θn} ⊂ (0, 1) and λ > 0 arbitrarily choose x0 ∈ K;
and let n := 0.
Step 1. Given xn ∈ K, compute xn+1 ∈ K as


x0 ∈ K,
yn = θnxn + (1− θn)un, un ∈ T ◦ JFλ xn,
xn+1 = αnf(xn) + (1− αn)yn,

(3.1)

Update n := n+ 1 and go to Step 1.
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Now we perform the convergence analysis for Algorithm 3.1.

Theorem 3.2. Let K be a nonempty, closed convex subset of real Hilbert H and let F : K →
(−∞, +∞] be a proper, lower semi-continuous and convex function. Let f : K → K be
an b-contraction mapping and T : K → CB(K) be a multivalued quasi-nonexpansive map-
ping such that Fix(T ◦ JFλ ) 6= ∅. Assume that I − T ◦ JFλ is demiclosed at origin and
Tp = {p}, ∀ p ∈ Fix(T ). Suppose that {αn} and {θn} are the sequences such that:

(i) lim
n→∞

αn = 0,
∞∑
n=0

αn =∞,

(ii) lim
n→∞

inf(1− θn)θn > 0.

Then, the sequence {xn} defined by Algorithm 3.1 converges strongly to x∗ ∈ Fix(T )∩argminu∈K F (u),
which solves the variational inequality:

〈x∗ − f(x∗), x∗ − p〉 ≤ 0, ∀p ∈ Fix(T ) ∩ argminu∈K F (u). (3.2)

Proof. From (I − f) is strongly monotone, then the variational inequality (3.2) has a unique
solution in Fix(T ◦ JFλ ). In what follows, we denote x∗ to be the unique solution of (3.2). Now
we show that {xn} is bounded. Let p ∈ Fix(T ◦JFλ ). Using (3.1), the fact that Tp = {p}, T ◦JFλ
is quasi-nonexpansive and Lemma 2.3, we have

‖yn − p‖2 = ‖θnxn + (1− θn)un − p‖2

= θn‖xn − p‖2 + (1− θn)‖un − p‖2 − (1− θn)θn‖xn − un‖2

≤ θn‖xn − p‖2 + (1− θn)H(T (JFλ xn), Tp)
2 − (1− θn)θn‖xn − un‖2

≤ θn‖xn − p‖2 + (1− θn)‖JFλ xn − p‖2 − (1− θn)θn‖xn − un‖2

≤ ‖xn − p‖2 − (1− θn)θn‖xn − un‖2.

Hence,
‖yn − p‖2 ≤ ‖xn − p‖2 − (1− θn)θn‖xn − un‖2 (3.3)

Since θn ∈]0, 1[, we have,
‖yn − p‖ ≤ ‖xn − p‖. (3.4)

By using (3.1) and (3.4), we obtain

‖xn+1 − p‖ = ‖αnf(xn) + (1− αn)yn − p‖
≤ αn‖f(xn)− f(p)‖+ (1− αn)‖yn − p‖+ αn‖f(p)− p‖
≤ (1− αn(1− b))‖xn − p‖+ αn‖f(p)− p‖

≤ max {‖xn − p‖,
‖f(p)− p‖

1− b
}.

By induction, we conclude that

‖xn − p‖ ≤ max {‖x0 − p‖,
‖f(p)− p‖

1− b
}, n ≥ 1.

Hence {xn} is bounded, also {yn} and {f(xn)} are all bounded.
Thus we have

‖xn+1 − p‖2 ≤ ‖αnf(xn) + (1− αn)yn − p‖2

≤ αn‖f(xn)− p‖2 + (1− αn)‖yn − p‖2

≤ αn‖f(xn)− p‖2 + (1− αn)‖xn − p‖2 − (1− αn)(1− θn)θn‖un − xn‖2.

Since {xn} is bounded, then there exists a constant C > 0 such that

(1− αn)(1− θn)θn‖un − xn‖2 ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 + αnC. (3.5)



586 T.M.M.Sow

Now we prove that {xn} converges strongly to x∗. We divide the rest of the proof into two cases.
Case 1. Assume that the sequence {‖xn − p‖} is monotonically decreasing. Then {‖xn − p‖} is
convergent. Clearly, we have

lim
n→∞

[
‖xn − p‖2 − ‖xn+1 − p‖2] = 0. (3.6)

Using the fact that lim
n→∞

inf(1− θn)βn > 0, we have

lim
n→∞

‖un − xn‖ = 0. (3.7)

Since un ∈ T ◦ JFλ xn, it follows that

lim
n→∞

d(xn, T ◦ JFλ xn) = 0. (3.8)

Next, we prove that lim sup
n→+∞

〈x∗−f(x∗), x∗−xn〉 ≤ 0. Since H is reflexive and {xn} is bounded,

there exists a subsequence {xnj} of {xn} such that xnj converges weakly to a in K and

lim sup
n→+∞

〈x∗ − f(x∗), x∗ − xn〉 = lim
j→+∞

〈x∗ − f(x∗), x∗ − xnj 〉.

From (3.8) and the fact that I−T ◦JFλ is demiclosed, we obtain a ∈ Fix(T ◦JFλ ).Using Remark
2.9, we have a ∈ Fix(T ) ∩ argminu∈K F (u). Hence,

lim sup
n→+∞

〈x∗ − f(x∗), x∗ − xn〉 = lim
j→+∞

〈x∗ − f(x∗), x∗ − xnj 〉

= 〈x∗ − f(x∗), x∗ − a)〉 ≤ 0.

Finally, we show that xn → x∗. From (3.1) and Lemma 2.3, we get that

‖xn+1 − x∗‖2 = ‖αnf(xn) + (1− αn)yn − x∗‖2

≤ ‖αn(f(xn)− f(x∗)) + (1− αn)(yn − x∗)‖2 + 2αn〈x∗ − f(x∗), x∗ − xn+1〉

≤
(
αn‖f(xn)− f(x∗)‖+ ‖(1− αn)(yn − x∗)‖

)2
+ 2αn〈x∗ − f(x∗), x∗ − xn+1〉

≤
(
αnb‖xn − x∗‖+ (1− αn)‖yn − x∗‖

)2
+ 2αn〈x∗ − f(x∗), x∗ − xn+1〉

≤
(
(1− αn(1− b))‖xn − x∗‖

)2
+ 2αn〈x∗ − f(x∗), x∗ − xn+1〉

≤ (1− αn(1− b))‖xn − x∗‖2 + 2αn〈x∗ − f(x∗), x∗ − xn+1〉.

From Lemma 2.4, its follows that xn → x∗.
Case 2. Assume that the sequence {‖xn − x∗‖} is not monotonically decreasing. Set Bn =
‖xn − x∗‖2 and τ : N → N be a mapping defined for all n ≥ n0 (for some n0 large enough) by
τ(n) = max{k ∈ N : k ≤ n, Bk ≤ Bk+1}. We have τ is a non-decreasing sequence such that
τ(n)→∞ as n→∞ and Bτ(n) ≤ Bτ(n)+1 for n ≥ n0. Let i ∈ N∗, from (3.5), we have

(1− ατ(n))(1− θτ(n))θτ(n)
∥∥∥uτ(n) − xτ(n)∥∥∥2

≤ ατ(n)C.

Furthermore, we have

(1− ατ(n))(1− θτ(n))θτ(n)
∥∥∥uτ(n) − xτ(n)∥∥∥2

= 0.

Since lim
n→∞

inf(1− θτ(n))θτ(n) > 0, we can deduce

lim
n→∞

∥∥∥uτ(n) − xτ(n)∥∥∥2
= 0. (3.9)
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Since uτ(n) ∈ T ◦ JFλ xτ(n), it follows that

lim
n→∞

d
(
xτ(n), T ◦ JFλ xτ(n)

)
= 0. (3.10)

By a similar argument as in case 1, we can show that xτ(n) and yτ(n) are bounded in K and
lim sup
τ(n)→+∞

〈x∗ − f(x∗), x∗ − xτ(n))〉 ≤ 0. We have for all n ≥ n0,

0 ≤ ‖xτ(n)+1−x∗‖2−‖xτ(n)−x∗‖2 ≤ ατ(n)[−(1−b)‖xτ(n)−x∗‖2+2〈x∗−f(x∗), x∗−xτ(n)+1〉],

which implies that

‖xτ(n) − x∗‖2 ≤ 2
1− b

〈x∗ − f(x∗), x∗ − xτ(n)+1〉.

Then, we have
lim
n→∞

‖xτ(n) − x∗‖2 = 0.

Therefore,
lim
n→∞

Bτ(n) = lim
n→∞

Bτ(n)+1 = 0.

Thus, by Lemma 2.7, we conclude that

0 ≤ Bn ≤ max{Bτ(n), Bτ(n)+1} = Bτ(n)+1.

Hence, lim
n→∞

Bn = 0, that is {xn} converges strongly to x∗. This completes the proof.

We now apply Theorem 3.2 when multivalued mapping is a nonspreading-type mapping. In
this case demiclosedness assumption (I − T ◦ JFλ is demiclosed at origin) is not necessary.

Theorem 3.3. Let K be a nonempty, closed convex subset of real Hilbert H and let F : K →
(−∞, +∞] be a proper, lower semi-continuous and convex function. Let f : K → K be an
b-contraction mapping and T : K → CB(K) be a multivalued nonspreading mapping such that
Fix(T ◦ JFλ ) 6= ∅ and Tp = {p} ∀ p ∈ Fix(T ). Let {xn} be a sequence defined iteratively from
arbitrary x0 ∈ K by:

x0 ∈ K,
yn = θnxn + (1− θn)un, un ∈ T ◦ JFλ xn,
xn+1 = αnf(xn) + (1− αn)yn.

(3.11)

Suppose that {αn} and {θn} are the sequences such that:

(i) lim
n→∞

αn = 0,
∞∑
n=0

αn =∞,

(ii) lim
n→∞

inf(1− θn)θn > 0.

Then, the sequence {xn} defined by (3.11) converges strongly to x∗ ∈ Fix(T )∩argminu∈K F (u).

Proof. Since every multivalued nonspreading mapping is quasi-nonexpansive, then, the proof
follows Lemma 2.2 and Theorem 3.2.

Let K be a nonempty, closed and convex subset of a real Hilbert space, T : K → P (K) be a
multivalued map and PT : K → CB(K) be defined by

PT (x) := {y ∈ Tx : ‖y − x‖ = d(x, Tx)}.

We will need the following result.

Lemma 3.4 (Song and Cho [28]). Let K be a nonempty subset of a real Banach space and
T : K → P (K) be a multi-valued map. Then the following are equivalent:
(i) x∗ ∈ Fix(T );
(ii) PT (x∗) = {x∗};
(iii) x∗ ∈ Fix(PT ). Moreover, Fix(T ) = Fix(PT ).
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Now, using the similar arguments as in the proof of Theorem 3.2 and Lemma 3.4, we obtain
the following result by replacing T ◦JFλ by PT◦JFλ and removing the rigid restriction on Fix(T )
(Tp = {p} ∀ p ∈ Fix(T )).

Theorem 3.5. Let K be a nonempty, closed convex subset of real Hilbert H and let F : K →
(−∞, +∞] be a proper, lower semi-continuous and convex function. Let f : K → K be an b-
contraction mapping and T : K → CB(K) be a multivalued mapping such that Fix(T ◦ JFλ ) 6=
∅. Assume that PT is quasi-nonexpansive and I − PT◦JFλ is demiclosed at origin. Let {xn} be a
sequence defined iteratively from arbitrary x0 ∈ K by:

x0 ∈ K,
yn = θnxn + (1− θn)un, un ∈ PT◦JFλ xn,
xn+1 = αnf(xn) + (1− αn)yn.

(3.12)

Suppose that {αn} and {θn} are the sequences such that:

(i) lim
n→∞

αn = 0,
∞∑
n=0

αn =∞,

(ii) lim
n→∞

inf(1− θn)θn > 0.

Then, the sequence {xn} defined by (3.12) converges strongly to x∗ ∈ Fix(T )∩argminu∈K F (u).

Since single-valued nonexpansive mappings is a particular case of multivalued nonexpansive
mappings, we have the following result.

Corollary 3.6. Let K be a nonempty, closed convex subset of real Hilbert H and let F : K →
(−∞, +∞] be a proper, lower semi-continuous and convex function. Let f : K → K be an
b-contraction mapping and T : K → K be a nonexpansive mapping such that Fix(T ◦JFλ ) 6= ∅.
Let {xn} be a sequence defined iteratively from arbitrary x0 ∈ K by:

x0 ∈ K,
yn = θnxn + (1− θn)T ◦ JFλ xn,
xn+1 = αnf(xn) + (1− αn)yn.

(3.13)

Suppose that {αn} and {θn} are the sequences such that:

(i) lim
n→∞

αn = 0,
∞∑
n=0

αn =∞,

(ii) lim
n→∞

inf(1− θn)θn > 0.

Then, the sequence {xn} defined by (3.13) converges strongly to x∗ ∈ Fix(T )∩argminu∈K F (u).

4 APPLICATION

In this section, we apply our main results for solving split feasiblity problem and convex mini-
mization problem. The split feasibility problem (SFP) was first introdued by Censor and Elfving
[4] in 1994. The SFP is to find

x ∈ K, such that Ax ∈ Q, (4.1)

where K is a nonempty, closed convex subset of a Hilbert space H1, Q is a nonempty closed
convex subset of a Hilbert space H2, and A : H1 → H2 is a bounded linear operator.
The problem (4.1) arises in signal processing and image reconstruction. Let Γ be the solution set
of the split feasibility problem (4.1). From an optimization point of view, x∗ ∈ Γ if and only if
x∗ is a solution of the following minimization problem with zero optimal value:

min
x∈K

f(x) where f(x) :=
1
2
‖Ax− PQAx‖2.

The following lemma appears in [8].
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Lemma 4.1. Given x∗ ∈ H, then x∗ solves SFP (4.1) if and only if x∗ is the solution of the fixed
point equation x = PK(I − γA∗(I − PQ)A)x, where γ > 0 is a suitable constant.

The following Proposition was also given in [10].

Proposition 4.2. [10] Let K be a nonempty, closed and convex subset of a Hilbert space H1, Q
be a a nonempty, closed and convex subset of a Hilbert spaceH2, andA : H1 → H2 is a bounded
linear operator. L et PK , PQ denote the orthogonal projection onto set K, Q respectively. Let
0 < γ < 2

ρ , ρ is the spectral raduis of A∗A, and A∗ is the adjoint of A. Then, the operator
T := PK(I − γA∗(I − PQ)A) is nonexpansive on K.

Theorem 4.3. Let H1 and H2 be two real Hilbert space. Let A : H1 → H2 is a bounded linear
operator, and A∗ : H2 → H1 be a adjoint operator of A. Let K be a nonempty, closed and
convex subset of a Hilbert space H1, Q be a a nonempty, closed and convex subset of a Hilbert
space H2. Let F : K → (−∞, +∞] be a proper, lower semi-continuous and convex function
such that Γ ∩ argminu∈K F (u) 6= ∅. Let {xn} be a sequence defined iteratively from arbitrary
x0 ∈ K by: 

x0 ∈ K,
yn = θnxn + (1− θn)PK(I − γA∗(I − PQ)A) ◦ JFλ xn,
xn+1 = αnf(xn) + (1− αn)yn.

(4.2)

Suppose that {αn} and {θn} are the sequences such that:

(i) lim
n→∞

αn = 0,
∞∑
n=0

αn =∞,

(ii) lim
n→∞

inf(1− θn)θn > 0.

Assume that 0 < γ < 2
ρ , ρ is the spectral raduis of A∗A. Then, the sequence {xn} defined by

(4.2) converges strongly to a common solution of Problem (4.1) and Problem (1.7).

Proof. From Lemma 4.1, we know x ∈ Γ if and only if x = PK(I − γA∗(I − PQ)A)x.
From Proposition 4.2, we have the operator T := PK(I − γA∗(I − PQ)A) is nonexpansive on
K. Then, the proof follows Theorem 3.2.

Now, we give some remarks on our results as follows:

(1) The proof methods of our result are very different from the ones of Chang et al. [6] for mul-
tivalued nonspreading-type mappings . Further, Our Theorem 3.2 improves and extends the cor-
responding results of Chang et al. [6], and M. Akindele [1] from multivalued nonspreading-type
mappings and mutivalued nonexpansive mappings respectively to quasi-nonexpansive mappings.

(2) Weak convergence results were proved for finding common elements of the set of minimizers
of a convex functions and the set of fixed points of nonspreading-type multivalued mappings in
the results of Chang et al. [6], while in this paper, we obtain strong convergence result without
imposing any compactness-type condition on the mapping or the space.

(3) Our results improve many recent results using fixed points technique for solving convex min-
imization problems.

We know give example of mapping T, functions f and F satisfying the assumptions of Theorem
3.2. Let H = R and K = [1, 7]. For each x ∈ K we define F : K → (−∞,∞] by F (x) :=
1
2
‖x− 1‖2, f(x) =

1
3
x and define a mapping T : K → CB(K) by

Tx =


{1}, x ∈ [1, 4],

[
1,

2x2 + 1
x2 + 1

]
, x ∈ (4, 7].

(4.3)
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It can easily be seen that F, f and T are satisfied the conditions in Theorem 3.2 and Fix(T ) ∩
argminu∈K F (u) = {1}. Using the proximity operator [5], we know that

argminu∈K
[
F (u) +

1
2
‖u− x‖2

]
= proxFx =

x+ 1
2

.

Remark 4.4. Prototypes of sequences {αn}n≥1 and {θn}n≥1 in this paper are:

αn =
1
n
, n ≥ 1;

θn =
1

2n
+

1
2
, n ≥ 1.
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