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Abstract In this paper, we study the structures of cyclic, quasi-cyclic, constacyclic codes and
their skew codes over the finite ring Sp = Fp + uFp + vFp, u2 = u, v2 = v, uv = vu = 0.
The Gray images of cyclic, quasi-cyclic, skew cyclic, skew quasi-cyclic and skew constacyclic
codes over Sp are obtained. A necessary and sufficient condition for cyclic (negacyclic) codes
over Sp that contains its dual has been given. The parameters of quantum error correcting codes
are obtained from both cyclic and negacyclic codes over Sp. The MacWilliams identities are
obtained.

1 Introduction

Most of researchers concentrate on linear codes, since they have clear structure. Although a lot
of researches on error correcting codes are about codes over finite fields, a lot of works on codes
over finite rings were done after the discovery that certain good non-linear binary codes can be
constructed from cyclic codes over Z4 via the Gray map in [7].

The algebraic structures of certain type of codes over many finite rings were determined such
as cyclic , negacyclic, quasi-cyclic and constacyclic codes that were defined in a commutative
ring in [11,17,20,23,24,25,26,30].

D. Boucher, W. Gieselman and F. Ulmer in [8] took another direction, when they studied
more generalized class of linear and cyclic using a non commutative ring. They studied what
they called skew cyclic codes in [9,10]. Later, some researchers generalized the notion of quasi-
cyclic and constacyclic codes over finite fields and finite ring as similarly in [2,12,16,19,22,27].

Quantum error correcting codes are used in quantum computing to protect quantum informa-
tion. Although the theory of quantum error correcting codes has striking differences from the
theory of classical error correcting codes, Calderbank et al. gave a way to construct quantum
error correcting codes from classical error correcting codes in [6]. Many good quantum codes
have been constructed by using classical cyclic codes over finite fields or finite rings with self
orthogonal (or dual containing) properties in [1,3,4,5,13,14,15,18,21,28,29].

In this paper, it is given some definitions. By giving the duality of codes via inner product, it
is shown that C is self orthogonal codes over Sp, so is φ (C), where φ is a Gray map in section 2.
In section 3, a linear code over Sp is represented by means of three p-ary codes and it is generator
matrix is given. It is shown that C is self dual if and only if all three p-ary codes are self dual
codes. In section 4, the Gray images of cyclic and quasi-cyclic codes over Sp are obtained.
It is shown that C is cyclic (negacyclic) code over Sp if and only if all three p-ary codes are
cyclic (negacyclic) codes. In section 5, after a cyclic (negacyclic) codes over Sp is represented
via cyclic (negacyclic) codes over Fp, it is determined the dual of cyclic (negacyclic) codes.
A necessary and sufficient condition for cyclic (negacyclic) code over Sp that contains its dual
is given. The parameters of quantum error correcting codes are obtained from both cyclic and
negacyclic codes over Sp. In section 6, it is given details about constacyclic codes over Sp. It is
expressed a linear code over Sp by means of two linear codes of length n over Fp+uFp in section
7. It is found the nontrivial automorphism θp on the ring Sp. By using this automorphism, the
skew cyclic, skew quasi-cyclic and skew constacyclic codes over Sp are introduced. The number
of distinct skew cyclic codes over Sp is given. The Gray images of the skew codes are obtained
in section 8. In section 9, the MacWilliams identities are obtained.
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2 Linear codes over Sp

Let Sp = Fp + uFp + vFp where u2 = u, v2 = v, uv = vu = 0 and p is a prime. Sp is a finite
commutative ring with identity and characteristic is p. It contains p3 elements. Any element a of
Sp can be expressed uniquely as a = r + us + vt with r, s, t ∈ Fp. The ring has the following
properties:

* There are 8 different ideals of Sp and they are (1), (u), (v), (1−u−v), (1−u), (1−v), (u+v)
and (0). (1) is an ideal whose the number of the elements is p3, (u), (v) and (1−u−v) are ideals
whose the number of the elements are p, (1 − u), (1 − v), (u+ v) are ideals whose the number
of the elements are p2, (0) is an ideal whose the number of the element is 1.

* Sp is principal ideal ring and it has three maximal ideals (1 − u), (1 − v), (u + v). The
quotient rings Sp/(1− u), Sp/(1− v) and Sp/(u+ v) are isomorphic to Fp.

* For any element a = r + su+ tv of Sp, a is a unit if and ony if r 6= 0, r + s 6= 0 (mod p)
and r + t 6= 0 (mod p).

Moreover, |S∗p | = (p − 1)3 where S∗p is the group of units. For every element of a of Sp, we
define the Gray map as

φ : Sp → F 3
p

φ(r + us+ tv) = (r, r + s, r + t)

It is easy to see that φ is a ring isomorphism. The mapping φ can be extended to

φ : Snp → F 3n
p

φ(r + us+ tv) = (r, r + s, r + t)

componentwise in a natural way as φ(a) = (r, r + s, r + t) where a = (a1, ..., an) ∈ Snp and
r = (r1, ..., rn), s = (s1, ..., sn) and t = (t1, ..., tn) ∈ Fnp with ai = ri+usi+vti, for i = 1, ..., n
. The Gray weight of a is defined as follows

wG(a) = wH(r, r + s, r + t)

where wH(b) denotes the Hamming weight of b over Fp. Define the Gray weight of a vector
a = (a1, ..., an) ∈ Snp as

wG(a) =
n∑
i=1

wG(ai)

For any elements b1, b2 ∈ Snp , the Gray distance is given by dG(b1, b2) = wG(b1 − b2).

A code C of length n over Sp is a subset of Snp . C is linear iff C is an Sp- submodule of Snp .

The minimum Gray distance of C is the smallest nonzero Gray distance between all pairs of
distinct codewords. The minimum Gray weight of C is the smallest nonzero Gray weight among
all codewords. If C is linear, then the minimum Gray distance is the same as the minimum Gray
weight.

Lemma 2.1. The Gray map φ is a distance preserving map from (Snp ,Gray distance) to (F 3n
p ,Hamming

distance). Moreover it is also Fp-linear.

Proof. For s1, s2 ∈ Fp and a1, a2 ∈ Snp , we have φ(s1a1 + s2a2) = s1φ(a1) + s2φ(a2) by using
the definition of Gray map. So φ is Fp-linear. Let a1 = (a1,1, ..., a1,n) and a2 = (a2,1, ..., a2,n)
be elements of Snp where a1,i = r1,i+ us1,i+ vt1,i and a2,i = r2,i+ us2,i+ vt2,i for i = 1, ..., n.
Then a1 − a2 = (a1,1 − a2,1, ..., a1,n − a2,n) and φ(a1 − a2) = φ(a1)− φ(a2). So dG(a1, a2) =
wG(a1 − a2) = wH(φ(a1 − a2)) = wH(φ(a1) − φ(a2)) = dH(φ(a1), φ(a2)). By using the
definition of the Gray weight of the element in Sp, the second equality above holds.
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Lemma 2.2. Let C be a (n,M, d) linear code over Sp, where n denotes the length, d denotes the
minimum Gray distance and M denotes the size of C. Then φ(C) is a [3n, logpM,d] linear code
over Fp.

Proof. From Lemma 2.1, we have φ(C) is a Fp linear code. By using the Gray map, φ(C) is
length 3n. As φ is a bijective map from Snp to F 3n

p , we have φ(C) has dimension logpM . As φ is
preserving distance, φ(C) has minimum Hamming distance d.

For any x = (x0, x1, ..., xn−1), y = (y0, y1, ..., yn−1) the inner product is defined as

x.y =
n−1∑
i=0

xiyi

If x.y = 0 then x and y are said to be orthogonal. Let C be linear code of length n over R,
the dual code of C

C⊥ = {x : ∀y ∈ C, x.y = 0}

which is also a linear code over R of length n. A code C is self orthogonal if C ⊆ C⊥ and self
dual if C = C⊥.

Theorem 2.3. Let C be a linear code over Sp. Then φ(C)⊥ = φ(C⊥). Moreover, if C is a self
dual, so is φ (C).

Proof. For all a1 = (a1,1, ..., a1,n) ∈ C, a2 = (a2,1, ..., a2,n) ∈ C where aj,i = rj,i + usj,i +
vtj,i, with j = 1, 2 and i = 1, 2, ..., n. If a1a2 = 0 then we have a1a2 =

∑n
i=1 a1,ia2,i =∑n

i=1 r1,ir2,i+u
∑n
i=1(r1,is2,i+s2,ir1,i+s1,is2,i)+v

∑n
i=1(r1,it2,i+t1,ir2,i+t1,it2,i) = 0 imply-

ing
∑n
i=1 r1,ir2,i = 0,

∑n
i=1(r1,is2,i+s2,ir1,i+s1,is2,i) = 0 and

∑n
i=1(r1,it2,i+t1,ir2,i+t1,it2,i) =

0. φ(a1)φ(a2) = 3
∑n
i=1 r1,ir2,i +

∑n
i=1(r1,is2,i + s2,ir1,i + s1,is2,i) +

∑n
i=1(r1,it2,i + t1,ir2,i +

t1,it2,i) = 0. Hence φ (C)⊥ ⊆ φ
(
C⊥
)
. By using Lemma 2.2 , from |φ (C)⊥ | = |φ

(
C⊥
)
|, we

have φ (C)⊥ = φ
(
C⊥
)
.

Clearly, φ(C) is self orthogonal if C is self dual by Lemma 2.1. By using Lemma 2.2, we
have |φ (C) | = |C|, so φ(C) is self dual.

3 A representation of linear codes over Sp

We denote that

A1 ⊗A2 ⊗A3 = {(a1, a2, a3) : a1 ∈ A1, a2 ∈ A2, a3 ∈ A3}
and

A1 ⊕A2 ⊕A3 = {a1 + a2 + a3 : a1 ∈ A1, a2 ∈ A2, a3 ∈ A3}

Let C be a linear code of length n over Sp. Define

C1 =
{
r ∈ Fnp : ∃s, t ∈ Fnp , r + us+ vt ∈ C

}
C2 =

{
r + s ∈ Fnp : ∃t ∈ Fnp , r + us+ vt ∈ C

}
C3 =

{
r + t ∈ Fnp : ∃s ∈ Fnp , r + us+ vt ∈ C

}
Then C1, C2 and C3 are p-ary linear codes of length n. Moreover, the linear code C of length

n over Sp can be expressed as

C = (1− u− v)C1 ⊕ uC2 ⊕ vC3

Theorem 3.1. Let C be a linear code of length n over Sp. Then φ (C) = C1 ⊗ C2 ⊗ C3 and
|C| = |C1| |C2| |C3| .
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Corollary 3.2. If φ (C) = C1 ⊗C2 ⊗C3, then C = (1− u− v)C1 ⊕ uC2 ⊕ vC3. It is easy to see
that

|C| = |C1| |C2| |C3|

= pn−deg(f1)pn−deg(f2)pn−deg(f3)

= p3n−(deg(f1)+deg(f2)+deg(f3))

where f1, f2 and f3 are the generator polynomials of C1, C2 and C3, respectively.

Corollary 3.3. If G1, G2 and G3 are generator matrices of p-ary linear codes C1, C2 and C3
respectively, then the generator matrix of C is

G =

 (1− u− v)G1

uG2

vG3

 .

We have

φ(G) =

 φ((1− u− v)G1)

φ(uG2)

φ(vG3)



Let dG minimum Gray weight of linear code C over Sp. Then,
dG = dH(φ (C)) = min{dH(C1), dH(C2), dH(C3)} where dH(Ci) denotes

the minimum Hamming weights of p-ary codes C1, C2 and C3, respectively.

4 Cyclic and Quasi-Cyclic Codes over Sp

Definition 4.1. A linear code C over Sp with the property that if a = (a0, ..., an−1) ∈ C then
σ(a) = (an−1, a0, ..., an−2) ∈ C is called cyclic code.

A subset C of Snp is a linear cyclic code of length n iff it is polynomial representation P (C) ={∑n−1
i=0 aix

i : (a0, .., .an−1) ∈ C
}

is an ideal of Sp[x]/ < xn − 1 >.

Definition 4.2. Let a ∈ F 3n
p with a = (a0, a1, ..., a3n−1) =

(
a(0)

∣∣a(1)∣∣ a(2)) , a(i) ∈ Fnp for
i = 0, 1, 2. Let ϕ be a map from F 3n

p to F 3n
p given by ϕ (a) =

(
σ
(
a(0)
) ∣∣σ (a(1))∣∣σ (a(2))) where

σ is a cyclic shift from Fnp to Fnp given by σ
(
a(i)
)
= ((a(i,n−1)), (a(i,0)), (a(i,1)), ..., (a(i,n−2)))

for every a(i) = (a(i,0), ..., a(i,n−1)) where a(i,j) ∈ Fp, j = 0, 1, ..., n − 1. A code of length 3n
over Fp is said to be quasi cyclic code of index 3 if ϕ (C) = C.

Proposition 4.3. Let φ be Gray map from Snp to F 3n
p . Let σ be cyclic shift and ϕ be as above.

Then φσ = ϕφ.

Proof. Let ci = ri+usi+vti be the elements of Sp for i = 0, 1, ...., n−1.We have σ (c0, c1, ..., cn−1) =
(cn−1, c0, ..., cn−2) . If we apply φ, we have

φ (σ (c0, ..., cn−1)) = φ(cn−1, c0, ..., cn−2)

= (rn−1, ..., rn−2, rn−1 + sn−1, ..., rn−2 + sn−2,

rn−1 + tn−1, ..., rn−2 + tn−2)

On the other hand φ(c0, ..., cn−1) = (r0, ..., rn−1, r0 + s0, ..., rn−1 + sn−1, r0 + t0, ..., rn−1 +
tn−1). If we apply ϕ, we have ϕ(φ(c0, c1, ..., cn−1)) = (rn−1, ..., rn−2, rn−1 + sn−1, ..., rn−2 +
sn−2, rn−1 + tn−1, ..., rn−2 + tn−2). Thus, φσ = ϕφ.

Theorem 4.4. Let σ and ϕ be as above. A code C of length n over Sp is cyclic code if and only
if φ(C) is quasi-cyclic code of index 3 over Fp with length 3n.
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Proof. If C is cyclic code, then σ(C) = C. By using Proposition 4.3, we have φ(σ(C)) =
ϕ(φ(C)) = φ(C). So φ(C) is a quasi-cyclic code of index 3 of length 3n over Fp. Conversely if
φ(C) is quasi-cyclic code of index 3, so ϕ(φ(C)) = φ(C). So by using Proposition 4.3, we have
φ(σ(C)) = ϕ(φ(C)) = φ(C). Since φ is injective, it follows that σ(C) = C.

Definition 4.5. A linear code C over Sp with the property that if a = (a0, ..., an−1) ∈ C then
β(a) = (−an−1, a0, .., an−2) ∈ C is called negacyclic code.

A subset C of Snp is a linear negacyclic code of length n iff it is polynomial representation

P (C) =
{∑n−1

i=0 aix
i : (a0, ..., an−1) ∈ C

}
is an ideal of Sp[x]/ < xn + 1 >.

Proposition 4.6. Let C = (1−u−v)C1⊕uC2⊕vC3 be a linear code over Sp.Then C is a cyclic
code (negacyclic) over Sp iff C1, C2 and C3 are all cyclic (negacyclic) codes over Fp.

Proof. Let (r1, r2, ..., rn) ∈ C1, (s1, s2, ..., sn) ∈ C2 and (t1, t2, ..., tn) ∈ C3 . Assume that
ai = (1−u−v)ri+usi+vti for i = 1, ..., n. Then (a1, a2, ..., an) ∈ C. Since C is a cyclic code,
it follows that (an, a1, ..., an−1) ∈ C. Note that (an, a1, ..., an−1) = (1−u−v)(rn, r1, ..., rn−1)+
u(sn, s1, ..., sn−1)+ v(tn, t1, ..., tn−1). Hence (rn, r1, ..., rn−1) ∈ C1, (sn, s1, ..., sn−1) ∈ C2 and
(tn, t1, ..., tn−1) ∈ C3. Therefore, C1, C2 and C3 are cyclic codes over Fp.

Conversely, suppose that C1, C2 and C3 are all cyclic codes over Fp. Let (a1, a2, ..., an) ∈ C
where ai = (1−u− v)ri+usi+ vti for i = 1, ..., n. Then (r1, r2, ..., rn) ∈ C1, (s1, s2, ..., sn) ∈
C2 and (t1, t2, ..., tn) ∈ C3. Note that (an, a1, ..., an−1) = (1 − u − v)(rn, r1, ..., rn−1) +
u(sn, s1, ..., sn−1) + v(tn, t1, ..., tn−1) ∈ C = (1 − u − v)C1 ⊕ uC2 ⊕ vC3. So, C is a cyclic
code over Sp.

For negacyclic codes, the proof is shown as similarly.

Definition 4.7. A subset C of Snp is called a quasi-cyclic code of length n = sl and index l if C
satisfies the following conditions,

i) C is a submodule of Snp ,
ii) If e = (e0,0, ..., e0,l−1, e1,0, ..., e1,l−1, ..., es−1,0, ..., es−1,l−1) ∈ C, then τs,l(e) = (es−1,0, ...,
es−1,l−1, e0,0, ..., e0,l−1, ..., , es−2,0, ..., es−2,l−1) ∈ C.

Let a ∈ F 3n
p with a = (a0, a1, ..., a3n−1) = (a(0)|a(1)|a(2)), a(i) ∈ Fnp , for i = 0, 1, 2. Let Γ

be a map from F 3n
p to F 3n

p given by

Γ (a) =
(
µ
(
a(0)
) ∣∣∣µ(a(1))∣∣∣µ(a(2)))

where µ is the map from Fnp to Fnp given by

µ
(
a(i)
)
=
(
(a(i,s−1)), (a(i,0)), ..., (a(i,s−2))

)
for every a(i) =

(
a(i,0), ..., a(i,s−1)

)
where a(i,j) ∈ F lp, j = 0, 1, ..., s − 1 and n = sl.A code of

length 3n over Fp is said to be l-quasi cyclic code of index 3 if Γ (C) = C.

Proposition 4.8. Let τs,l be quasi-cyclic shift on Sp. Let Γ be as above. Then φτs,l = Γφ.

Proof. It is shown as proof of Proposition 4.3.

Theorem 4.9. The Gray image of quasi-cyclic codes over Sp of length n with index l is a l-quasi-
cyclic code of index 3 over Fp with length 3n.

Proof. It is shown as proof of Theorem 4.4.

5 Quantum Codes From Cyclic (Negacyclic) Codes Over Sp

Theorem 5.1. Let C1 = [n, k1, d1]q and C2 = [n, k2, d2]q be linear codes over GF(q) with C⊥2 ⊆
C1. Furthermore, let d = min{wt(v) : v ∈ (C1\C⊥2 ) ∪ (C⊥2 \C1)} ≥ min{d1, d2}. Then there
exists a quantum error-correcting code C = [n, k1 + k2 − n, d]q. In particular, if C⊥1 ⊆ C1, then
there exists a quantum error-correcting code C = [n, n− 2k1, d1], where d1 = min{wt(v) : v ∈
(C⊥1 \C1)}, [18].
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Proposition 5.2. Suppose C = (1−u−v)C1⊕uC2⊕vC3 is a cyclic (negacyclic) code of length
n over Sp.Then

C =< (1− u− v)f1(x), uf2(x), vf3(x) >

and |C| = p3n−(deg f1(x)+deg f2(x)+deg f3(x)) where f1(x), f2(x) and f3(x) generator polynomials
of C1, C2 and C3 respectively.

Proposition 5.3. Suppose C is a cyclic (negacyclic) code of length n over Sp, then there is a
unique polynomial f (x) such that C = 〈f (x)〉 and f (x) | xn − 1 (f (x) | xn + 1) where
f (x) = (1− u− v)f1(x) + uf2(x) + vf3(x).

Proposition 5.4. Let C be a linear code of length n over Sp, then C⊥ = (1−u−v)C⊥1 ⊕uC⊥2 ⊕
vC⊥3 . Furthermore, C is self-dual code iff C1, C2 and C3 are self-dual codes over Fp.

Proposition 5.5. If C = (1 − u − v)C1 ⊕ uC2 ⊕ vC3 is a cyclic (negacyclic) code of length n
over Sp. Then

C⊥ = 〈(1− u− v)h1(x)
∗ + uh2(x)

∗ + vh3(x)
∗〉

and
∣∣C⊥∣∣ = pdeg f1(x)+deg f2(x)+deg f3(x) where for i = 1, 2, 3, hi(x)∗ are the reciprocal polynomi-

als of hi(x) i.e., hi (x) = (xn − 1) /fi (x) ,(hi (x) = (xn + 1) /fi (x)), h∗i (x) = xdeghi(x)hi
(
x−1

)
for i = 1, 2, 3.

Lemma 5.6. A p-ary linear cyclic (negacyclic) code C with generator polynomial f contains
its dual code iff xn − 1 ≡ 0 (mod ff∗) ( xn + 1 ≡ 0 (mod ff∗)), where f∗ is the reciprocal
polynomial of f .

Theorem 5.7. Let C = 〈(1− u− v)f1, uf2, vf3〉 be a cyclic (negacyclic ) code of length n over
Sp. Then C⊥ ⊆ C iff xn − 1 ≡ 0 (modfif∗i ) (xn + 1 ≡ 0 (modfif∗i )) for i = 1, 2, 3.

Proof. Let xn−1 ≡ 0 (modfif∗i ) (xn+1 ≡ 0 (modfif∗i )) for i = 1, 2, 3. Then C⊥1 ⊆ C1, C
⊥
2 ⊆

C2, C
⊥
3 ⊆ C3. By using (1 − u − v)C⊥1 ⊆ (1 − u − v)C1, uC

⊥
2 ⊆ uC2,vC⊥3 ⊆ vC3. We have

(1−u−v)C⊥1 ⊕uC⊥2 ⊕vC⊥3 ⊆ (1−u−v)C1⊕uC2⊕vC3. So, < (1−u−v)h∗1 +uh∗2 +vh∗3 >⊆
< (1− u− v)f1, uf2, vf3 > . That is C⊥ ⊆ C.

Conversely, if C⊥ ⊆ C, then (1− u− v)C⊥1 ⊕ uC⊥2 ⊕ vC⊥3 ⊆ (1− u− v)C1 ⊕ uC2 ⊕ vC3.
By thinking mod(1− u− v),mod(u) and mod(v) respectively, we have C⊥i ⊆ Ci for i = 1, 2, 3.
Therefore, xn − 1 ≡ 0 (modfif∗i ) (xn + 1 ≡ 0 (modfif∗i )) for i = 1, 2, 3.

Corollary 5.8. Let C = (1 − u − v)C1 ⊕ uC2 ⊕ vC3 be a cyclic (negacyclic) code of length n
over Sp. Then C⊥ ⊆ C iff C⊥i ⊆ Ci for i = 1, 2, 3.

Theorem 5.9. Let C be a linear code of length n over Sp with |C| = p3k1+2k2+k3 and minimum
distance d. Then φ (C) is a p-ary linear [3n, 3k1 + 2k2 + k3, d] code.

Theorem 5.10. Let (1−u− v)C1⊕uC2⊕ vC3 be a cyclic (negacyclic) code of arbitrary length
n over Sp with type p3k1p2k2pk3 . If C⊥i ⊆ Ci where i = 1, 2, 3 then C⊥ ⊆ C and there exists a
quantum error-correcting code with parameters [[3n, 2(3k1 + 2k2 + k3)− 3n, dG]] where dG is
the minimum Gray weights of C.

Example 5.11. Let p = 2, n = 21,

x21 − 1 = (x+ 1)(x2 + x+ 1)(x3 + x2 + 1)(x3 + x+ 1)(x6 + x4 + x2 + x+ 1)

(x6 + x5 + x4 + x2 + 1)

in F2 [x] . Let f1 (x) = f2 (x) = f3 (x) = x6 + x5 + x4 + x2 + 1. C is a linear code of length
21 and minimum Gray weight dG = 3. Clearly, C⊥ ⊆ C. Hence we obtain a quantum code with
parameters [[63, 27, 3]] .

Example 5.12. Let p = 3, n = 10. We have x10 +1 =
(
x2 + 1

) (
x4 + x3 + 2x+ 1

)
(x4 +2x3 +

x+1). Let f1 (x) = f2 (x) = x4+x3+2x+1, f3 (x) = x4+2x3+x+1. Clearly, C⊥ ⊆ C. φ(C)
is a linear code with parameters [30, 18, 4]. Hence, we obtain a quantum code with parameters
[[30, 6, 4]] .
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Example 5.13. Let p = 3, n = 12. We have x12 − 1 = (x− 1)3 (
x3 + x2 + x+ 1

)3 in F3 [x] .

Let f1 (x) = f2 (x) = f3 (x) = x3 + x2 + x+ 1. Clearly, C⊥ ⊆ C. Hence, we obtain a quantum
code with parameters [[36, 18, 2]] .

Example 5.14. Let p = 7, n = 3. We have x3 + 1 = (x+ 4)(x+ 2)(x+ 1).φ(C) is a linear code
with parameters [9, 6, 2]. Hence, we obtain a quantum code with parameters [[9, 3, 2]] .

6 Constacyclic codes over Sp

Definition 6.1. A linear code C over Sp with the property that if a = (a0, ..., an−1) ∈ C then
ν(a) = (λan−1, a0, ..., an−2) ∈ C is called λ–constacyclic code over Sp where λ a unit element
of Sp.

A subset C of Snp is a linear λ–constacyclic code of length n iff it is polynomial representation
P (C) = {

∑n−1
i=0 aix

i|(a0, ..., an−1) ∈ C} is an ideal of Sp[x]/ < xn − λ >.

If λ is equal to 1 (-1), then C is called cyclic code (negacyclic ) respectively.
We characterized the units of Sp. For any element λ = r + us + vt of Sp, λ is a unit if and

only if r 6= 0, r + s 6= 0(mod p) and r + t 6= 0(mod p).

It is easily seen that 1 is only unit for p = 2.

Note that λn = 1, if n even, λn = λ, if n odd, so for p is odd prime. We only study λ-
constacyclic codes of odd length .

Theorem 6.2. Let λ be a unit in Sp. Let C = (1 − u − v)C1 ⊕ uC2 ⊕ vC3 be a linear code of
length n over Sp. Then C is a λ-constacyclic code of length n over Sp iff Ci is either a cyclic
code or a negacyclic code of length n over Fp for i = 1, 2, 3.

Proof. Let ν be λ-constacyclic shift on Snp . Let C be a λ-constacyclic code of length n over
Sp. Let (a0, a1, ..., an−1) ∈ C1, (b0, b1, ..., bn−1) ∈ C2 and (c0, c1, ..., cn−1) ∈ C3. Then the corre-
sponding element ofC is (m0,m1, ...,mn−1) = (1−u−v)(a0, a1, ..., an−1)+u(b0, b1, ..., bn−1)+
v(c0, c1, ..., cn−1). Since C is a λ-constacyclic code so, ν (m) = (λmn−1,m0, ...,mn−2) ∈ C
where mi = ai + biu + vci for i = 0, 1, ..., n − 1. Let λ = α + uβ + vγ, where α, β, γ ∈ Fp.
ν (m) = (1−u− v)(λan−1, a0, ..., an−2)+u(λbn−1, b0, ..., bn−2)+ v(λcn−1, c0, ..., cn−2). Since
the units of Fp are 1 and −1, so α = +1. Therefore we have obtained the desired result. The
other side it is seen easily.

Example 6.3. Let p = 3. Let C = (1−u−v)C1⊕uC2⊕vC3 be a linear code of length n over S3.
The set of units of the ring S3 is S∗3 = {1, 2, 1+u, 1+ v, 2+ 2u, 2+ 2v, 1+u+ v, 2+ 2u+ 2v}.
So If C is a λ-constacyclic codes over S3 where λ is a unit, then

C C1 C2 C3

2-constacyclic negacyclic negacyclic negacyclic
1 + u constacyclic cyclic negacyclic cyclic
1 + v constacyclic cyclic cyclic negacyclic
2 + 2u constacyclic negacyclic cyclic negacyclic
2 + 2v constacyclic negacyclic negacyclic cyclic
1 + u+ v constacyclic cyclic negacyclic negacyclic
2+2u+2v constacyclic negacyclic cyclic cyclic

where C1, C2 and C3 are codes over F3.
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7 A representation linear codes over Sp in terms of two linear codes over Fp + uFp

Expressing an element of Sp as r + us+ vt = a+ vq where a = r + su and q = t are both in
Fp + uFp, we seen that wG(r + us + vt) = wG(a + vq) = wL(a) + wL(a + q) where wL(x)
denotes the Lee weight of x in Fp + uFp. This leads to the following Gray map

φ1 : Sp → (Fp + uFp)
2

φ1(r + us+ tv) = a+ vq = (a, a+ q)

It is easy to verify φ1 is a linear map and it can be extended to Snp naturally,
φ1(c1, ...cn) = (a1, ..., an, a1 + q1, ...an + qn) where ri = ai + vqi. Moreover φ1 is a linear

isometry from (Snp , Gray distance) to ((Fp + uFp)2n, Lee distance).

φ1 : ( Snp , Gray distance) −→ ( (Fp + uFp)
2n , Lee distance)

φ : ( Snp , Gray distance) −→ ( (Fp)
3n , Hamming distance)

Theorem 7.1. If C is a linear code of length n over Sp, then φ1(C) is a linear code of length 2n
over Fp + uFp.

Define

C1 = {a ∈ (Fp + uFp)n|a+ vq ∈ C for some q ∈ (Fp + uFp)n}

and

C2 = {a+ q ∈ (Fp + uFp)n|a+ vq ∈ C}

Theorem 7.2. Let C be a linear code of length n over Sp. Then C = (1− v)C1 ⊕ vC2, φ1(C) =
C1 ⊗ C2 and |C| = |C1|.|C2|.

Theorem 7.3. Let C be a linear code of length n over Sp. Then φ1(C⊥) = (φ1(C))⊥.

Theorem 7.4. Let C be a linear code of length n over Sp such that C = (1− v)C1 ⊕ vC2. Then
C⊥ = (1− v)C⊥1 ⊕ vC⊥2 .

Theorem 7.5. Let λ be a unit in Sp. Let C = (1 − v)C1 ⊕ vC2 be a linear code of length n
over Sp. Then C is a λ-constacyclic code of length n over Sp iff Ci is either a cyclic code or a
negacyclic code or ξ-constacyclic codes of length n over Fp for i = 1, 2, 3 where ξ is a unit on
Fp + uFp.

Proof. It is shown as in the proof of the Theorem 6.2.

Example 7.6. Let p = 3. Let C = (1− v)C1 ⊕ vC2 be a linear code of length n over S3. The set
of units of the ring S3 is S∗3 = {1, 2, 1 + u, 1 + v, 2 + 2u, 2 + 2v, 1 + u+ v, 2 + 2u+ 2v}. The
set of units of the ring F3 + uF3 is (F3 + uF3)

∗
= {1, 2, 1 + u, 2 + 2u}.

If C is a λ-constacyclic codes over S3, where λ is a unit, then

C C1 C2

1 + u constacyclic 1 + u-constacyclic cyclic
1 + v constacyclic cyclic negacyclic
2 + 2u constacyclic (2 + 2u)constacyclic (2 + 2u)constacyclic
2 + 2v constacyclic negacyclic cyclic
1 + u+ v constacyclic (1 + u)constacyclic negacyclic
2+2u+2v constacyclic (2 + 2u)constacyclic negacyclic

where C1 and C2 are codes over F3 + uF3, u
2 = u.
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8 Skew Codes Over Sp

We are interested in studying skew codes using the ring Sp. We define non-trivial ring automor-
phism θp on the ring Sp by θp (r + us+ vt) = r + ut+ vs for all r + us+ vt ∈ Sp.

The ring Sp[x, θp] = {a0 + a1x + ... + an−1x
n−1 : ai ∈ Sp, n ∈ N} is called a skew

polynomial ring. This ring is a non-commutative ring. The addition in the ring Sp[x, θp] is the
usual polynomial addition and multiplication is defined using the rule, (axi)(bxj) = aθip(b)x

i+j .
Note that θ2

p(a) = a for all a ∈ R. This implies that θp is a ring automorphism of order 2.

Definition 8.1. A subset C of Snp is called a skew cyclic code of length n if C satisfies the
following conditions,

i) C is a submodule of Snp ,
ii) If c = (c0, c1, ..., cn−1) ∈ C, then σθp (c) =

(
θp(cn−1), θp(c0), ..., θp(cn−2)

)
∈ C.

Let (f(x) + (xn − 1)) be an element in the set Sp,n = Sp [x, θp] /(xn − 1) and let r(x) ∈
Sp [x, θp]. Define multiplication from left as follows,

r(x)(f(x) + (xn − 1)) = r(x)f(x) + (xn − 1)

for any r(x) ∈ Sp [x, θp].

Theorem 8.2. Sp,n is a left Sp [x, θp]-module where multiplication defined as in above.

Theorem 8.3. A code C in Sp is a skew cyclic code if and only if C is a left Sp [x, θp]-submodule
of the left Sp [x, θp]-module Sp,n.

Theorem 8.4. Let C be a skew cyclic code in Sp and let f(x) be a polynomial in C of minimal
degree. If f(x) is monic polynomial, then C = (f(x)) where f(x) is a right divisor of xn − 1.

Theorem 8.5. A module skew cyclic code of length n over Sp is free iff it is generated by a monic
right divisor f(x) of xn − 1. Moreover, the set {f(x), xf(x), x2f(x), ..., xn−deg(f(x))−1f(x)}
forms a basis of C and the rank of C is n− deg(f(x)).

Theorem 8.6. Let n be odd andC be a skew cyclic code of length n over Sp. ThenC is equivalent
to cyclic code of length n over Sp.

Proof. Since n is odd, gcd(2, n) = 1. Hence there exist integers b, c such that 2b + nc = 1. So
2b = 1− nc = 1 + zn where z > 0. Let a(x) = a0 + a1x+ ...+ an−1x

n−1 be a codeword in C.
Note that x2ba(x) = θ2b

p (a0)x1+zn+ θ2b
p (a1)x2+zn+ ...+ θ2b

p (an−1)xn+zn = an−1 + a0x+ ...+

an−2x
n−2 ∈ C. Thus C is a cyclic code of length n.

Corollary 8.7. Let n be odd. Then the number of distinct skew cyclic codes of length n over Sp is
equal to the number of ideals in Sp [x] /(xn−1) because of Theorem 8.6. If xn−1 =

∑r
i=0 p

si
i (x)

where pi(x) are irreducible polynomials over Fp. Then the number of distinct skew cyclic codes
of length n over Sp is

∑r
i=0(si + 1)3.

Definition 8.8. A subset C of Snp is called a skew quasi-cyclic code of length n if C satisfies the
following conditions,

i) C is a submodule of Snp ,
ii) If e = (e0,0, ..., e0,l−1, e1,0, ..., e1,l−1, ..., es−1,0, ..., es−1,l−1) ∈ C, then τθp,s,l(e) = (θp (es−1,0) , ...,
θp (es−1,l−1) , θp (e0,0) , ..., θp (e0,l−1) , ..., θp (es−2,0) , ..., θp (es−2,l−1)) ∈ C.

We note that xs − 1 is a two sided ideal in Sp [x, θp] if m|s where m is the order of θp and
equal to two. So Sp [x, θp] /(xs − 1) is well defined.

The ring Slp,s = (Sp [x, θp] /(xs − 1))l is a left Sp,s = Sp [x, θp] /(xs − 1) module by the
following multiplication on the left

f(x)(g1(x), ..., gl(x)) = (f(x)g1(x), ...f(x)gl(x))
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If the map γ is defined by

γ : Snp −→ Slp,s

(e0,0, ..., e0,l−1, e1,0, ..., e1,l−1, ..., es−1,0, ..., es−1,l−1) 7→ (c0(x), ..., cl−1(x))

such that cj(x) =
∑s−1
i=0 ei,jx

i ∈ Slp,s where j = 0, 1, ..., l − 1 then the map γ gives a one to one
correspondence Snp and the ring Slp,s.

Theorem 8.9. A subset C of Snp is a skew quasi-cyclic code of length n = sl and index l if and
only if γ(C) is a left Sp,s-submodule of Slp,s.

A code C is said to be skew constacyclic if C is closed the under the skew constacyclic shift
σθp,λ from Snp to Snp defined by σθp,λ ((c0, c1, ..., cn−1)) = (θp (λcn−1) , θp (c0) , ..., θp (cn−2)) .

Privately, such codes are called skew cyclic and skew negacyclic codes when λ is equal to 1
and −1, respectively.

Theorem 8.10. A code C of length n over Sp is skew constacyclic iff the skew polynomial repre-
sentation of C is a left ideal in Sp [x, θp] /(xn − λ).

9 The Gray Images of Skew Codes Over Sp

Proposition 9.1. Let σθp be the skew cyclic shift on Snp , let φ be the Gray map from Snp to F 3n
p and

let ϕ be as in the Section 4. Then φσθp = ρϕφ where ρ(x, y, z) = (x, z, y) for every x, y, z ∈ Fnp .

Proof. Let ri = ai + ubi + vci be the elements of Sp, for i = 0, 1, ...., n − 1. We have
σθp (r0, r1, ..., rn−1) = (θp(rn−1), θp(r0), ..., θp(rn−2)) . If we apply φ, we have

φ
(
σθp (r0, ..., rn−1)

)
= φ(θp(rn−1), θp(r0), ..., θp(rn−2))

= (an−1, ..., an−2, an−1 + cn−1, ..., an−2 + cn−2

, an−1 + bn−1, ..., an−2 + bn−2)

On the other hand, φ(r0, ..., rn−1) = (a0, ..., an−1, a0 + b0, ..., an−1 + bn−1, a0 + c0, ..., an−1 +
cn−1). If we apply ϕ, we have ϕ (φ (r0, r1, ..., rn−1)) = (an−1, ..., an−2, an−1 + bn−1, ..., an−2 +
bn−2, an−1+cn−1, ..., an−2+cn−2). If we apply ρ, we have ρ(ϕ (φ (r0, ..., rn−1))) = (an−1, ..., an−2
, an−1 + cn−1, ..., an−2 + cn−2, an−1 + bn−1, ..., an−2 + bn−2). So, we have φσθ = ρϕφ.

Theorem 9.2. The Gray image a skew cyclic code over Sp of length n is permutation equivalent
to quasi-cyclic code of index 3 over Fp with length 3n.

Proof. Let C be a skew cyclic codes over Sp of length n. That is σθp(C) = C. If we apply φ,
we have φ(σθp(C)) = φ(C). From the Proposition 9.1, φ(σθp(C)) = φ(C) = ρ(ϕ(φ(C))). So,
φ(C) is permutation equivalent to quasi-cyclic code of index 3 over Fp with length 3n.

Proposition 9.3. Let τθp,s,l be skew quasi-cyclic shift on Snp , let φ be the Gray map from Snp to
F 3n
p , let Γ be as in the preliminaries, let ρ be as above. Then φτθp,s,l = ρΓφ.

Theorem 9.4. The Gray image a skew quasi-cyclic code over Sp of length n with index l is
permutation equivalent to l quasi-cyclic code of index 3 over Fp with length 3n.

Proposition 9.5. Let σθp,λ be skew constacyclic shift on Snp , let φ be the Gray map from Snp to
F 3n
p , let ρ be as above. Then φν = ρφσθp,λ.

Theorem 9.6. The Gray image a skew constacyclic code over Sp of length n is permutation
equivalent to the Gray image of constacyclic code over Fp with length 3n.

The proof of Proposition 9.3, 9.5 and Theorem 9.4, 9.6 are similar to the proof Proposition
9.1 and Theorem 9.2.
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10 The MacWilliams Identities

The MacWilliams identity which describes how the weight enumerator of a linear code and the
weight enumerator of the dual code relate to each other is very important subject in coding the-
ory. It can be used to determine error detecting and error correcting capabilities of a code.

In this section, it is verified MacWilliams identity.

Definition 10.1. Let Ai be the number of the elements of the Gray weight i in C. Then the set
{A0, ..., A3n} is called the Gray weight distribution of C. Define the Gray weight enumerator of
C as

GrayC(x, y) =
3n∑
i=0

Aix
3n−iyi

Clearly,

GrayC(x, y) =
∑
c∈C

x3n−wG(c)ywG(c)

Besides, define the complete weight enumerator of C as

cweC(x1, ..., xp−1+u(p−1)+v(p−1)) =
∑
c∈C

x
w1(c)
1 x

w2(c)
2 ...x

wp−1+u(p−1)+v(p−1)(c)

p−1+u(p−1)+v(p−1)

For any codewords c of C, let u0, u1, u2, u3 be the number of components of C with Gray
weights 0, 1, 2, 3 respectively. Then the Gray weight of c

wG(c) = u1 + 2u2 + 3u3

Define the symmetrized weight enumerator of C as

sweC(x0, ..., x3) = cweC(x0, x1, ...xp−1+u(p−1)+v(p−1)) =
∑
c∈C

xu0
0 ...x

u3
3

The Hamming weight enumerator of C is defined as

HamC(x, y) =
∑
c∈C

xn−wH (c)ywH (c)

then we have the following results.

Theorem 10.2. Let C be a linear code of length n over Sp. Then
i)GrayC(x, y) = sweC(x3, x2y, xy2, y3)
ii)HamC(x, y) = sweC(x, y, y, y)
iii)GrayC(x, y) = Hamφ(C)(x, y)

iv)GrayC⊥(x, y) =
1
|C|GrayC(x+ (p− 1)y, x− y)

v)HamC⊥(x, y) =
1
|C|HamC(x+ (p3 − 1)y, x− y)

Example 10.3. Let C = {(0, 0), (1, 1)} be a linear code of length 2 over Sp. The Gray weight
enumerators for this code is GrayC(x, y) = x6 + y6.The Gray weigth enumerator of C⊥ is
GrayC⊥(x, y) =

1
2((x+ (p− 1)y)6 + (x− y)6).
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