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#### Abstract

In this paper, we propose a numerical technique built on applying the shifted Jacobi Galerkin method (SJGM) for obtaining approximate solutions of the one-dimensional linear second-order hyperbolic telegraph differential equations (HTDEs). We convert the differential equation governed by its initial and boundary conditions into a modified one governed by boundary conditions only. The spectral Galerkin method aims to reduce the linear telegraph problem to a system of linear algebraic equations in the unknown expansion coefficients. The convergence and error analysis of the shifted Jacobi polynomials expansion are investigated. Several examples are carried out to illustrate the efficiency of the proposed method. Also, the results are compared with some other existing schemes in the literature.


## 1 Introduction

Hyperbolic partial differential equations (HPDEs) are important in the scope of differential equations. The telegraph equation is a second-order HPDE. It explains various phenomena in scientific fields such as energetic particle transport in the interplanetary medium (see, [13, 24]). This equation arises in wave propagation along transmission lines in the theory of electric circuits [30].

The standard Jacobi polynomials have an important place in mathematical analysis [38]. They include six well-known particular polynomials, the four kinds of Chebyshev polynomials, Legendre and ultraspherical polynomials [25]. The Jacobi polynomials are considered to be the only polynomials to arise as eigenfunctions of a singular Sturm-Liouville problem [14].

Various numerical methods and in particular, spectral methods are successfully applied in different fields such as chemistry, fluid dynamics, and astronomy. For some applications in this direction, see $[33,36,26,34,10,9,8,1,39,40]$. These methods assume that the approximate solutions of differential equations are given in terms of certain combinations of special functions, and after that the coefficients of the proposed expansion are determined by minimizing the error between the numerical and the exact solutions as much as possible. Three techniques of spectral methods are popular, namely, collocation, Galerkin, and tau methods [14, 18]. The collocation method is based on selecting suitable collocation points and enforcing the differential equation to be satisfied precisely at these points and the initial/ boundary conditions are set as constraints. In the Galerkin method, the core concept for choosing the basis functions is to verify the underlying boundary/initial conditions of the given differential equation, then making the residual of the differential equation orthogonal to the basis functions. The tau method has been originally developed by Lanczos [31, 32]. Unlike the Galerkin approach, the tau method does not require that the basis functions satisfy the boundary constraint $[17,3,5,4,6]$.

In the current years, considerable interest has been devoted to proposing some numerical algorithms for treating second-order HTDEs equations. For example, in [27], the author presented a spectral collocation algorithm for handling a system of one- and two-dimensional linear

HTDEs. The authors in [35] proposed a numerical algorithm to solve the one-dimensional HTDEs using the Chebyshev tau method. The authors in [22] solved linear HTDEs using Galerkin method and they presented approximate solutions using the double shifted Jacobi polynomials. The authors in [21] introduced an efficient Bernoulli-Laguerre collocation method for solving the nonlinear HTDEs in one dimension. The authors in [2] developed two new effective spectral algorithms for solving the HTDEs governed by specified initial and boundary conditions. Moreover, in [12], a numerical solution is proposed based on utilizing a Jacobi collocation method for treating the non-linear coupled HTDEs with variable coefficients subject to non-local conditions.

In this paper, we apply the shifted Jacobi Galerkin method for solving the linear second-order HTDEs governed by initial and boundary conditions. We handle both homogeneous and nonhomogeneous boundary conditions of linear second-order HTDEs. Furthermore, we discuss the convergence analysis of the shifted Jacobi expansion.

The paper is formed as follows. Section 2 displays some properties of Jacobi and shifted Jacobi polynomials. Section 3 is devoted to applying the proposed shifted Jacobi Galerkin method for the numerical treatment of one-dimensional linear HTDEs with homogeneous and nonhomogeneous boundary conditions. Section 4 discusses the convergence and error analysis of the suggested shifted Jacobi expansion. In Section 5, the proposed method is tested via presenting some illustrative examples. We end the paper by presenting some concluding remarks in Section 6.

## 2 Some properties of standard Jacobi polynomials and their shifted ones

This section displays some properties of the standard Jacobi polynomials and their shifted polynomials.

### 2.1 Standard Jacobi polynomials

Here, we present some fundamental properties of the standard Jacobi polynomials $J_{r}^{(\mu, \nu)}(x)$. The following special values are valid
$J_{r}^{(\nu, \mu)}(-x)=(-1)^{r} J_{r}^{(\mu, \nu)}(x), J_{r}^{(\mu, \nu)}(-1)=\frac{(-1)^{r} \Gamma(r+\nu+1)}{r!\Gamma(\nu+1)}, J_{r}^{(\mu, \nu)}(1)=\frac{\Gamma(r+\mu+1)}{r!\Gamma(\mu+1)}$,
where $\mu>-1, \nu>-1$ and $x \in[-1,1]$.
In addition, the $q t h$ derivative ( $q$ is a whole number) of $J_{r}^{(\mu, \nu)}(x)$, could be acquired from

$$
\begin{equation*}
D^{q} J_{r}^{(\mu, \nu)}(x)=\frac{\Gamma(q+r+\mu+\nu+1)}{2^{q} \Gamma(r+\mu+\nu+1)} J_{r-q}^{(\mu+q, \nu+q)}(x) \tag{2.2}
\end{equation*}
$$

Now, let $w^{(\mu, \nu)}(x)=(1-x)^{\mu}(1+x)^{\nu}$, and define the following norm and inner product for the weighted space $L_{w^{(\mu, \nu)}}^{2}[-1,1]$

$$
\begin{equation*}
(f, g)_{w^{(\mu, \nu)}}=\int_{-1}^{1} f(x) g(x) w^{(\mu, \nu)}(x) d x, \quad\|f\|_{w^{(\mu, \nu)}}=(f, f)_{w^{(\mu, \nu)}}^{\frac{1}{2}} \tag{2.3}
\end{equation*}
$$

The set of Jacobi polynomials forms a complete $L_{w^{(\mu, \nu)}}^{2}[-1,1]$-orthogonal system. In addition, and because of (2.3), we have

$$
\left\|J_{r}^{(\mu, \nu)}\right\|_{w^{(\mu, \nu)}}^{2}=h_{r}^{(\mu, \nu)}
$$

where

$$
\begin{equation*}
h_{r}^{(\mu, \nu)}=\frac{2^{\mu+\nu+1} \Gamma(r+\mu+1) \Gamma(r+\nu+1)}{(2 r+\mu+\nu+1) r!\Gamma(r+\mu+\nu+1)} . \tag{2.4}
\end{equation*}
$$

### 2.2 Shifted Jacobi Polynomials

The shifted Jacobi polynomials $J_{\ell, r}^{(\mu, \nu)}(x)$ of degree $r$ (see,[20]) are defined on [0, $\ell$ ] by

$$
\begin{equation*}
J_{\ell, r}^{(\mu, \nu)}(x)=J_{r}^{(\mu, \nu)}\left(\frac{2 x}{\ell}-1\right), \quad r=0,1, \ldots, \tag{2.5}
\end{equation*}
$$

where $J_{r}^{(\mu, \nu)}(x)$ are the standard Jacobi polynomials. Due to the identities in (2.1), it is easy to see that

$$
\begin{equation*}
J_{\ell, r}^{(\mu, \nu)}(0)=\frac{(-1)^{r} \Gamma(r+\nu+1)}{r!\Gamma(\nu+1)}, J_{\ell, r}^{(\mu, \nu)}(\ell)=\frac{\Gamma(r+\mu+1)}{r!\Gamma(\mu+1)} . \tag{2.6}
\end{equation*}
$$

Let $w_{\ell}^{(\mu, \nu)}(x)=x^{\nu}(\ell-x)^{\mu}$. We can define the norm and inner product for the weighted space $L_{w_{\ell}^{(\mu, \nu)}}^{2}[0, \ell]$ as

$$
\begin{equation*}
(f, g)_{w_{\ell}^{(\mu, \nu)}}=\int_{0}^{\ell} f(x) g(x) w_{\ell}^{(\mu, \nu)}(x) d x, \quad\|f\|_{w_{\ell}^{(\mu, \nu)}}=(f(x), f(x))_{w_{\ell}^{(\mu, \nu)}}^{\frac{1}{2}} \tag{2.7}
\end{equation*}
$$

The set of polynomials $\left\{J_{r}^{(\mu, \nu)}(x)\right\}_{r \geq 0}$ forms a complete $L_{w^{(\mu, \nu)}}^{2}[0, \ell]$-orthogonal system. In addition, and due to (2.7), we have

$$
\begin{equation*}
\left\|J_{\ell, r}^{(\mu, \nu)}\right\|_{w_{\ell}^{(\mu, \nu)}}^{2}=h_{\ell, r}^{(\mu, \nu)}=\left(\frac{\ell}{2}\right)^{\mu+\nu+1} h_{r}^{(\mu, \nu)} \tag{2.8}
\end{equation*}
$$

where $h_{r}^{(\mu, \nu)}$ is defined as in (2.4).
It is worthy to mention here that for the polynomials in (2.5), the following polynomials can be obtained from the polynomials $J_{r}^{(\mu, \nu)}(x)$ as special cases.

- For $\mu=\nu$, the shifted ultraspherical polynomials are obtained.
- For $\mu=\nu=-\frac{1}{2}$, the shifted Chebyshev polynomials of the first kind are obtained.
- For $\mu=\nu=\frac{1}{2}$, the shifted Chebyshev polynomials of the second kind are obtained.
- For $\mu=\nu=0$, the shifted Legendre polynomials are obtained.
- For $\mu=-\frac{1}{2}$ and $\nu=\frac{1}{2}$, the shifted Chebyshev polynomials of the third kind are obtained.
- For $\mu=\frac{1}{2}$ and $\nu=-\frac{1}{2}$, the shifted Chebyshev polynomials of the fourth kind are obtained.

We denote $x_{N, j}^{(\mu, \nu)}, 0 \leq j \leq N$ and $\varpi_{N, j}^{(\mu, \nu)}, 0 \leq j \leq N$, by the nodes and Christoffel numbers of the standard Jacobi- Gauss interpolation in [-1,1]. The corresponding nodes and corresponding Christoffel numbers of the shifted Jacobi-Gauss interpolation in $[0, \ell]$ can be offered through

$$
\begin{aligned}
x_{\ell, N, j}^{(\mu, \nu)} & =\frac{\ell}{2}\left(x_{N, j}^{(\mu, \nu)}+1\right), \\
\varpi_{\ell, N, j}^{(\mu, \nu)} & =\left(\frac{\ell}{2}\right)^{\mu+\nu+1} \varpi_{N, j}^{(\mu, \nu)} .
\end{aligned}
$$

From Jacobi-Gauss quadrature, we have for any positive integer $N, \phi \in S_{2 N+1}[0, \ell]$,

$$
\begin{align*}
\int_{0}^{\ell}(\ell-x)^{\mu} x^{\nu} \phi(x) d x & =\left(\frac{\ell}{2}\right)^{\mu+\nu+1} \int_{-1}^{1}(1-x)^{\mu}(1+x)^{\nu} \phi\left(\frac{\ell}{2}(x+1)\right) d x \\
& =\left(\frac{\ell}{2}\right)^{\mu+\nu+1} \sum_{j=0}^{N} \varpi_{N, j}^{(\mu, \nu)} \phi\left(\frac{\ell}{2}\left(x_{N, j}^{(\mu, \nu)}+1\right)\right)  \tag{2.9}\\
& =\sum_{j=0}^{N} \varpi_{\ell, N, j}^{(\mu, \nu)} \phi\left(x_{\ell, N, j}^{(\mu, \nu)}\right)
\end{align*}
$$

Also, $J_{\ell, r}^{(\mu, \nu)}(x)$ may be constructed with the aid of the following recursive formula

$$
\begin{aligned}
& 2 r(r+\mu+\nu)(2 r+\mu+\nu-2) J_{\ell, r}^{(\mu, \nu)}(x)= \\
& (2 r+\mu+\nu-1)\left[(2 r+\mu+\nu)(2 r+\mu+\nu-2)\left(\frac{2 x}{\ell}-1\right)+\mu^{2}-\nu^{2}\right] J_{\ell, r-1}^{(\mu, \nu)}(x) \\
& -2(r+\mu-1)(r+\nu-1)(2 r+\mu+\nu) J_{\ell, r-2}^{(\mu, \nu)}(x) \\
& \quad J_{\ell, 0}^{(\mu, \nu)}(x)=1, J_{\ell, 1}^{(\mu, \nu)}(x)=\frac{1}{2}(\mu-\nu)+\frac{1}{2}(\mu+\nu+2)\left(\frac{2 x}{\ell}-1\right), r \geq 2 .
\end{aligned}
$$

The upcoming two theorems which give explicit expressions for the derivatives and repeated integrals of the shifted Jacobi polynomials are useful in what follows.
Theorem 1. [20] The derivatives of $J_{\ell, r}^{(\mu, \nu)}(x)$ have the following link with their original polynomials

$$
\begin{equation*}
D^{q} J_{\ell, r}^{(\mu, \nu)}(x)=\sum_{m=0}^{r-q} C_{q}(r, m, \mu, \nu) J_{\ell, m}^{(\mu, \nu)}(x) \tag{2.10}
\end{equation*}
$$

with

$$
\begin{align*}
C_{q}(r, m, \mu, \nu)= & \frac{(r+\eta)_{q}(r+\eta+q)_{m}(m+\mu+q+1)_{r-m-q} \Gamma(m+\eta)}{\ell^{q}(r-m-q)!\Gamma(2 m+\eta)} \\
& \times{ }_{3} F_{2}\left(\begin{array}{cc|}
-r+m+q, & r+m+\eta+q, \\
m+\mu+q+1, & 2 m+\eta+1
\end{array}\right. \tag{2.11}
\end{align*}
$$

with $\eta=\mu+\nu+1,(z)_{q}=\frac{\Gamma(z+q)}{\Gamma(x)}$, and ${ }_{3} F_{2}(z)$ denotes a specific hypergeometric function of the well-known standard generalized hypergeometric function (see [11]).
Theorem 2. The $q$ times repeated integration of $J_{\ell, r}^{(\mu, \nu)}(x)$ ([19]) can be explicitly expressed as

$$
\begin{align*}
I_{\ell, r}^{(q, \mu, \nu)}(x)= & \frac{r!\Gamma(\mu+1)}{\Gamma(r+\mu+1)} \overbrace{\iint \ldots \int}^{q \text { times }} J_{\ell, r}^{(\mu, \nu)}(x) \overbrace{d x d x \ldots d x}^{q \text { times }}=\sum_{j=0}^{2 q} \theta(j, q, r, \mu, \nu) J_{\ell, r+q-j}^{(\mu, \nu)}(x) \\
& +\pi_{q-1}(x) \tag{2.12}
\end{align*}
$$

where

$$
\left.\begin{array}{rl}
\theta(j, q, r, \mu, \nu)= & \frac{2^{q} r!(r+q-j+1)_{\mu}(r+\mu-j+1)_{j}(r-q+\eta)_{r+q-j}}{j!(\mu+1)_{r}(r+1)_{\mu}(r+q+\eta)_{q}(r+q+\eta-j)_{r+q-j}} \\
& \times{ }_{3} F_{2}\left(\left.\begin{array}{cc}
-j, & r+q+\mu-j+1, \\
r+\mu-j+1, & 2 r+\eta-j \\
r+2 q-2 j+\eta+1
\end{array} \right\rvert\, 1\right. \tag{2.13}
\end{array}\right), ~ \$
$$

and $\pi_{q-1}(x)$ is a polynomial whose degree does not exceed $(q-1)$.

Furthermore, and in virtue of Theorem 2, it can be shown that the following specific integral formulas hold

$$
\begin{align*}
\int_{0}^{t} J_{\tau, i}^{(\mu, \nu)}(z) d z & =\sum_{j=0}^{2} \theta(j, 1, i, \mu, \nu) J_{\tau, i+1-j}^{(\mu, \nu)}(t)+A  \tag{2.14}\\
\int_{0}^{t} \int_{0}^{z} J_{\tau, i}^{(\mu, \nu)}(s) d s d z & =\sum_{j=0}^{4} \theta(j, 2, i, \mu, \nu) J_{\tau, i+2-j}^{(\mu, \nu)}(t)+B t+C \tag{2.15}
\end{align*}
$$

where $A, B, C$ are arbitrary constants.

## 3 Numerical treatment of the telegraph type equations

This section describes in detail how the shifted Jacobi Galerkin method (SJGM) can be employed for obtaining approximate solutions for the linear HTDEs.

### 3.1 The linear telegraph equations

Consider the following HTDE namely

$$
\begin{equation*}
\partial_{t t} v(x, t)+\alpha \partial_{t} v(x, t)+\beta v(x, t)=\partial_{x x} v(x, t)+f(x, t), \quad 0<x<\ell, 0<t \leq \tau, \tag{3.1}
\end{equation*}
$$

governed by the initial conditions

$$
\begin{equation*}
v(x, 0)=p_{0}(x), \quad \partial_{t} v(x, 0)=p_{1}(x), \quad 0<x<\ell \tag{3.2}
\end{equation*}
$$

and the homogeneous boundary conditions

$$
\begin{equation*}
v(0, t)=v(\ell, t)=0, \quad 0<t \leq \tau \tag{3.3}
\end{equation*}
$$

In (3.1), $\alpha, \beta$ are constants and $f(x, t)$ is the source term which describes that the medium is heated $(f(x, t)>0)$ or cooled $(f(x, t)<0)$ at space $x$ and time $t$.

In order to settle the initial conditions (3.2), Eq. (3.1) is integrated twice with respect to $t$. This means that instead of solving the HTDE (3.1) governed by (3.2) and (3.3), we solve alternatively its integrated formula

$$
\begin{aligned}
& v(x, t)+\alpha \int_{0}^{t} v(x, z) d z+\beta \int_{0}^{t} \int_{0}^{z} v(x, s) d s d z-\int_{0}^{t} \int_{0}^{z} \partial_{x x} v(x, s) d s d z=\tilde{f}(x, t), \\
& v(0, t)=v(\ell, t)=0,0<x<\ell, 0<t \leq \tau,
\end{aligned}
$$

and

$$
\begin{equation*}
\tilde{f}(x, t)=\int_{0}^{t} \int_{0}^{z} f(x, s) d s d z+p_{0}(x)(\alpha t+1)+p_{1}(x) t . \tag{3.5}
\end{equation*}
$$

## Shifted Jacobi Galerkin method

The core concept for the application of this method is to choose the basis functions satisfying the underlying boundary conditions in (3.4).

Now, consider the following spaces:

$$
\begin{aligned}
Y & =\left\{Y \in H_{w_{\ell, \tau}}^{2}(\Omega): y(0, t)=y(\ell, t)=0, t \in[0, \tau]\right\}, \\
Y_{N} & =\operatorname{span}\left\{\psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x), 0 \leq i, j \leq N\right\}
\end{aligned}
$$

where $H_{w_{\ell, \tau}}^{2}(\Omega), \Omega=(0, \tau) \times(0, \tau]$ is the Sobolev space defined in [16].
Let $v(x, t) \in Y$ and assume that it has the following expansion

$$
\begin{equation*}
v(x, t)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} c_{i j} \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x) \tag{3.6}
\end{equation*}
$$

and assume that it can be approximated as

$$
\begin{equation*}
v(x, t) \simeq v_{N}(x, t)=\sum_{i=0}^{N} \sum_{j=0}^{N} c_{i j} \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)=\Psi_{N}^{T}(t) \mathbf{C} \Phi_{N}(x) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i j}=\frac{\ell^{4}}{\sigma_{j, \mu, \nu}^{2} h_{\tau, i}^{(\mu, \nu)} h_{\ell, j}^{(\mu+1, \nu+1)}} \int_{0}^{\tau} \int_{0}^{\ell} v(x, t) \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)(\tau-t)^{\mu} t^{\nu}(\ell-x)^{\mu-1} x^{\nu-1} d x d t \tag{3.8}
\end{equation*}
$$

and

$$
\Psi_{N}^{T}(t)=\left[\psi_{\tau, 0}^{(\mu, \nu)}(t), \psi_{\tau, 1}^{(\mu, \nu)}(t), \ldots, \psi_{\tau, N}^{(\mu, \nu)}(t)\right], \quad \Phi_{N}(x)=\left[\phi_{\ell, 0}^{(\mu, \nu)}(x), \phi_{\ell, 1}^{(\mu, \nu)}(x), \ldots, \phi_{\ell, N}^{(\mu, \nu)}(x)\right]
$$

$$
\begin{equation*}
\boldsymbol{C}=\left(c_{i j}\right)_{0 \leq i, j \leq N} \tag{3.9}
\end{equation*}
$$

Then the shifted Jacobi Galerkin approximation to (3.4) is to find $v_{N} \in Y_{N}$ such that

$$
\left.\begin{array}{l}
\left(v_{N}, u\right)_{w(x, t)_{\ell, \tau}}+\alpha\left(\int_{0}^{t} v_{N} d t, u\right)_{w(x, t)_{\ell, \tau}}+\beta\left(\int_{0}^{t} \int_{0}^{t} v_{N} d t d t, u\right)_{w(x, t)_{\ell, \tau}}  \tag{3.10}\\
-\left(\int_{0}^{t} \int_{0}^{t} \partial_{x x} v_{N} d t d t, u\right)_{w(x, t)_{\ell, \tau}}=(\tilde{f}, u)_{w(x, t)_{\ell, \tau},} u \in Y_{N}
\end{array}\right\}
$$

where $w(x, t)_{\ell, \tau}=(\ell-x)^{\mu-1} x^{\nu-1}(\tau-t)^{\mu} t^{\nu}$ and $(v, u)_{w_{\ell, \tau}}=\int_{0}^{\tau} \int_{0}^{\ell} v u w_{\ell, \tau} d x d t$ is the inner products in the weighted space $L_{w}^{2}(0, \ell) \times(0, \tau]$.

For the sake of minimizing the bandwidth of the coefficient matrix corresponding to (3.4), we choose the following basis functions:

$$
\begin{align*}
\psi_{\tau, i}^{(\mu, \nu)}(t) & =J_{\tau, i}^{(\mu, \nu)}(t)  \tag{3.11}\\
\phi_{\ell, j}^{(\mu, \nu)}(x) & =J_{\ell, j}^{(\mu, \nu)}(x)+\eta_{j} J_{\ell, j+1}^{(\mu, \nu)}(x)+\bar{\eta}_{j} J_{\ell, j+2}^{(\mu, \nu)}(x) \tag{3.12}
\end{align*}
$$

From the boundary conditions: $\phi_{\ell, j}^{(\mu, \nu)}(0)=\phi_{\ell, j}^{(\mu, \nu)}(\ell)=0$, and the two identities in (2.6), we obtain immediately

$$
\begin{align*}
\eta_{j} & =\frac{(j+1)(\mu-\nu)(2 j+\mu+\nu+3)}{(j+\nu+1)(j+\mu+1)(2 j+\mu+\nu+4)}  \tag{3.13}\\
\bar{\eta}_{j} & =\frac{-(j+1)(j+2)(2 j+\mu+\nu+2)}{(j+\nu+1)(j+\mu+1)(2 j+\mu+\nu+4)} \tag{3.14}
\end{align*}
$$

It is now clear that (3.10) is equivalent to:

$$
\begin{align*}
& \left(v_{N}, \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w(x, t)_{\ell, \tau}}+\alpha\left(\int_{0}^{t} v_{N} d t, \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w(x, t)_{\ell, \tau}} \\
& +\beta\left(\int_{0}^{t} \int_{0}^{t} v_{N} d t d t, \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w(x, t)_{\ell, \tau}} \\
& -\left(\int_{0}^{t} \int_{0}^{t} \partial_{x x} v_{N} d t d t, \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w(x, t)_{\ell, \tau}}=\left(\tilde{f}(x, t), \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w(x, t)_{\ell, \tau}} \tag{3.15}
\end{align*}
$$

Let us denote

$$
\begin{gathered}
\tilde{f}_{i j}=\left(\tilde{f}(x, t), \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w(x, t) \ell, \tau} \\
=\int_{0}^{t} \int_{0}^{\ell} \tilde{f}(x, t) \psi_{\tau, i}^{(\mu, \nu)}(t)(\tau-t)^{\mu} t^{\nu} \phi_{\ell, j}^{(\mu, \nu)}(x)(\ell-x)^{\mu-1} x^{\nu-1} d x d t
\end{gathered}
$$

then making use of (2.9) allows one to write

$$
\tilde{f}_{i j}=\sum_{n=0}^{N} \sum_{m=0}^{N} \tilde{f}\left(x_{\ell, N, m}^{(\mu, \nu)}, t_{\tau, N, n}^{(\mu, \nu)}\right) \varpi_{\tau, N, n}^{(\mu, \nu)} J_{\tau, i}^{(\mu, \nu)}\left(t_{\tau, N, n}^{(\mu, \nu)}\right) \varpi_{\ell, N, m}^{(\mu, \nu)} \phi_{\ell, j}^{(\mu, \nu)}\left(x_{\ell, N, m}^{(\mu, \nu)}\right),
$$

and

$$
F=\left(\tilde{f}_{i j}\right), i=0,1, \ldots, N, j=0,1, \ldots, N
$$

Now, if $v(x, t)$ is approximated as in (3.7), then relations (2.14) and (2.15) lead to the following approximations:

$$
\begin{align*}
\int_{0}^{t} v(x, t) d t & =\boldsymbol{C} \Phi(x) \sum_{j=0}^{2} \theta(j, 1, i, \mu, \nu) J_{\tau, i+1-j}^{(\mu, \nu)}(t),  \tag{3.16}\\
\int_{0}^{t} \int_{0}^{t} v(x, t) d t d t & =\boldsymbol{C} \Phi(x) \sum_{j=0}^{4} \theta(j, 2, i, \mu, \nu) J_{\tau, i+2-j}^{(\mu, \nu)}(t),  \tag{3.17}\\
\int_{0}^{t} \int_{0}^{t} \partial_{x x} v(x, t) d t d t & =\boldsymbol{C} \partial_{x x} \Phi(x) \sum_{j=0}^{4} \theta(j, 2, i, \mu, \nu) J_{\tau, i+2-j}^{(\mu, \nu)}(t) \tag{3.18}
\end{align*}
$$

Then, in matrix form, Eq. (3.15) can be written as:

$$
\begin{equation*}
(A D+\alpha A E+\beta A G-K G) \boldsymbol{C}-\boldsymbol{F}=0 \tag{3.19}
\end{equation*}
$$

where $\boldsymbol{F}$ is written in a column vector as

$$
\boldsymbol{F}=\left[\tilde{f}_{00}, \tilde{f}_{10}, \cdots, \tilde{f}_{N 0}, \tilde{f}_{01}, \tilde{f}_{11}, \cdots, \tilde{f}_{N 1}, \tilde{f}_{0 N}, \tilde{f}_{1 N}, \cdots, \tilde{f}_{N N}\right]^{T}
$$

and $A, D, E, G$ and $K$ are $(N+1) \times(N+1)$ matrices, and

$$
\begin{array}{rlrl}
a_{i j} & =\left(\phi_{\ell, j}^{(\mu, \nu)}(x), \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w_{\ell}}, & A & =\left(a_{i j}\right)_{0 \leq i, j \leq N} \\
d_{i j} & =\left(\psi_{\tau, i}^{(\mu, \nu)}(t), \psi_{\tau, i}^{(\mu, \nu)}(t)\right)_{w_{\tau}}, & D=\left(d_{i j}\right)_{0 \leq i, j \leq N} \\
e_{i j} & =\left(\psi_{\tau, i}^{(\mu, \nu)}(t), \int_{0}^{\tau} \psi_{\tau, i}^{(\mu, \nu)}(t) d t\right)_{w_{\tau}}, & \left.E=\left(e_{i j}\right)\right)_{0 \leq i, j \leq N} \\
g_{i j}=\left(\psi_{\tau, i}^{(\mu, \nu)}(t), \int_{0}^{t} \int_{0}^{t} \psi_{\tau, i}^{(\mu, \nu)}(t) d t d t\right)_{w_{\tau}}, & G=\left(g_{i j}\right)_{0 \leq i, j \leq N} \\
k_{i j}=\left(\partial_{x x} \phi_{\ell, j}^{(\mu, \nu)}(x), \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w_{\ell}}, & K=\left(k_{i j}\right)_{0 \leq i, j \leq N}
\end{array}
$$

with $w_{\ell}=x^{\nu}(\ell-x)^{\mu}, w_{\tau}=x^{\nu}(\tau-x)^{\mu}$.
The nonzero elements of the vectors $A, D, E, G$ and $K$ are given explicitly in the following theorem.

Theorem 3. If we take the basis functions $\psi_{i}(t)$ and $\phi_{j}(x)$ as in (3.11) and (3.12), then the
nonzero elements of the matrices $A, D, E, G$ and $K$ are given explicitly by

$$
\begin{align*}
& a_{j j}=h_{\ell, j}^{(\mu, \nu)}+\epsilon_{j}^{2} h_{\ell, j+1}^{(\mu, \nu)}+\vartheta_{j}^{2} h_{\ell, j+2}^{(\mu, \nu)}  \tag{3.20}\\
& d_{i i}=h_{\tau, i}^{(\mu, \nu)}  \tag{3.21}\\
& e_{i i}=\theta(1,1, i, \mu, \nu) h_{\tau, i}^{(\mu, \nu)},  \tag{3.22}\\
& g_{i i}=\theta(2,2, i, \mu, \nu) h_{\tau, i}^{(\mu, \nu)}  \tag{3.23}\\
& k_{j j}=\bar{\eta}_{j} C_{2}(j+2, j, \mu, \nu) h_{\ell, j}^{(\mu, \nu)} \tag{3.24}
\end{align*}
$$

where $0 \leq i, j \leq N$.
Proof. To show (3.20) and (3.24), we make use of relations (2.10) and (3.12), to get

$$
\begin{aligned}
a_{j j}= & \left(\phi_{\ell, j}^{(\mu, \nu)}(x), \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w_{\ell}} \\
= & \left(J_{\ell, j}^{(\mu, \nu)}(x)+\epsilon_{j} J_{\ell, j+1}^{(\mu, \nu)}(x)+\vartheta_{j} J_{\ell, j+2}^{(\mu, \nu)}(x), J_{\ell, j}^{(\mu, \nu)}(x)+\epsilon_{j} J_{\ell, j+1}^{(\mu, \nu)}(x)+\vartheta_{j} J_{\ell, j+2}^{(\mu, \nu)}(x)\right)_{w_{\ell}} \\
k_{j j}= & \left(\partial_{x x} \phi_{\ell, j}^{(\mu, \nu)}(x), \phi_{\ell, j}^{(\mu, \nu)}(x)\right)_{w_{\ell}} \\
= & \left(\sum_{i=0}^{j-2} C_{2}(j, i, \mu, \nu) J_{\ell, i}^{(\mu, \nu)}(x)+\epsilon_{j} \sum_{i=0}^{j-1} C_{2}(j+1, i, \mu, \nu) J_{\ell, i}^{(\mu, \nu)}(x)+\vartheta_{j} \sum_{i=0}^{j} C_{2}(j+2, i, \mu, \nu) J_{\ell, i}^{(\mu, \nu)}(x),\right. \\
& \left.J_{\ell, j}^{(\mu, \nu)}(x)+\epsilon_{j} J_{\ell, j+1}^{(\mu, \nu)}(x)+\vartheta_{j} J_{\ell, j+2}^{(\mu, \nu)}(x)\right)_{w_{\ell}}
\end{aligned}
$$

Hence, the application of the orthogonality relation (2.8) yields the required results in (3.20) and (3.24).

Relation (3.21) can be acquired with the aid of Eqs. (3.11) and (2.8).
To prove relations (3.22) and (3.23). In virtue of relations (3.11), (2.14) and (2.15), we have

$$
\begin{aligned}
e_{i i} & =\left(\psi_{\tau, i}^{(\mu, \nu)}(t), \int_{0}^{t} \psi_{\tau, i}^{(\mu, \nu)}(t) d t\right)_{w_{\tau}} \\
& =\left(J_{\tau, i}^{(\mu, \nu)}(t), \int_{0}^{t} J_{\tau, i}^{(\mu, \nu)}(t) d t\right)_{w_{\tau}} \\
& =\left(J_{\tau, i}^{(\mu, \nu)}(t), \theta(0,1, i, \mu, \nu) J_{\tau, i+1}^{(\mu, \nu)}(t)+\theta(1,1, i, \mu, \nu) J_{\tau, i}^{(\mu, \nu)}(t)+\theta(2,1, i, \mu, \nu) J_{\tau, i-1}^{(\mu, \nu)}(t)\right)_{w_{\tau}}, \\
g_{i i} & =\left(\psi_{\tau, i}^{(\mu, \nu)}(t), \int_{0}^{t} \int_{0}^{t} \psi_{\tau, i}^{(\mu, \nu)}(t) d t\right)_{w_{\tau}} \\
& =\left(J_{\tau, i}^{(\mu, \nu)}(t), \int_{0}^{t} \int_{0}^{t} J_{\tau, i}^{(\mu, \nu)}(t) d t\right)_{w_{\tau}} \\
& =\left(J_{\tau, i}^{(\mu, \nu)}(t), \theta(0,2, i, \mu, \nu) J_{\tau, i+2}^{(\mu, \nu)}(t)+\theta(1,2, i, \mu, \nu) J_{\tau, i+1}^{(\mu, \nu)}(t)+\theta(2,2, i, \mu, \nu) J_{\tau, i}^{(\mu, \nu)}(t)\right. \\
& \left.+\theta(3,2, i, \mu, \nu) J_{\tau, i-1}^{(\mu, \nu)}(t)+\theta(4,2, i, \mu, \nu) J_{\tau, i-2}^{(\mu, \nu)}(t)\right)_{w_{\tau}}
\end{aligned}
$$

The orthogonality relation (2.8) again yields (3.22) and (3.23).

### 3.2 Treatment of the non-homogeneous Boundary Conditions

Eq. (3.1) subject to the initial conditions (3.2) and the following non-homogeneous boundary conditions

$$
\begin{equation*}
v(0, t)=q_{0}(t) \quad v(\ell, t)=q_{1}(t), \quad 0<t \leq \tau \tag{3.25}
\end{equation*}
$$

can be converted with the aid of a suitable transformation ([2]) into a modified one similar to (3.1) subject to (3.2) and (3.3). More precisely, the following modified equation can be obtained:

$$
\begin{equation*}
V(x, t)+\alpha \int_{0}^{t} V(x, t) d t+\beta \int_{0}^{t} \int_{0}^{t} V(x, t) d t d t-\int_{0}^{t} \int_{0}^{t} \partial_{x x} V(x, t) d t d t=\tilde{\tilde{f}}(x, t) \tag{3.26}
\end{equation*}
$$

governed by the homogeneous boundary conditions

$$
\begin{equation*}
V(0, t)=V(\ell, t)=0, \quad 0<t \leq \tau, \tag{3.27}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{\tilde{f}}(x, t)= & \tilde{f}(x, t)-q_{0}(t)-\frac{q_{1}(t)-q_{0}(t)}{\ell} x \\
& -\alpha \int_{0}^{t}\left[q_{0}(t)+\frac{q_{1}(t)-q_{0}(t)}{\ell} x\right] d t-\beta \int_{0}^{t} \int_{0}^{t}\left[q_{0}(t)+\frac{q_{1}(t)-q_{0}(t)}{\ell} x\right] d t d t
\end{aligned}
$$

and $\tilde{f}(x, t)$ is as defined in (3.5). Now, we can apply SJGM to (3.26) subject to the homogeneous boundary conditions (3.27).

## 4 Convergence and error analysis of the suggested expansion

In this section, we give a comprehensive study for the convergence and error analysis of the suggested shifted Jacobi expansion. Some lemmas in this respect are needed.

Lemma 1. The basis functions in (3.12) can be written alternatively as

$$
\begin{equation*}
\phi_{\ell, j}^{(\mu, \nu)}(x)=\frac{\sigma_{j, \mu, \nu}}{\ell^{2}} x(\ell-x) J_{\ell, j}^{(\mu+1, \nu+1)}(x), \tag{4.1}
\end{equation*}
$$

where

$$
\sigma_{j, \mu, \nu}=\frac{(2 j+\eta+1)(2 j+\eta+2)}{(j+\mu+1)(j+\nu+1)}, \eta=\mu+\nu+1 \text {. }
$$

Lemma 2. [15] (Bernstien-type inequality of Jacobi polynomial) If $\max \{|\mu|,|\nu|\} \leq \frac{1}{2}$, then the following inequality is valid:

$$
\left|J_{\ell, k}^{(\mu, \nu)}(x)\right| \leq\left(\frac{\ell}{2}\right)^{\frac{\eta}{2}} \frac{\Gamma(q+1)\binom{n+q}{n}}{\Gamma\left(\frac{1}{2}\right)\left(n+\frac{\eta}{2}\right)^{q+\frac{1}{2}}} w^{\left(-\frac{2 \mu+1}{4},-\frac{2 \nu+1}{4}\right)}(x),
$$

with $q=\max \{\mu, \nu\}$.
Lemma 3. The following integral formula holds:

$$
\int J_{\ell, k}^{(\mu, \nu)}(x) d x=\frac{\ell}{k+\eta-1} J_{\ell, k+1}^{(\mu-1, \nu-1)}(x) .
$$

Lemma 4. The following orthogonality relations hold:

$$
\begin{aligned}
\int_{0}^{\ell} \phi_{\ell, i}^{(\mu, \nu)}(x) \phi_{\ell, j}^{(\mu, \nu)}(x)(\ell-x)^{\mu-1} x^{\nu-1} d x & =\frac{\sigma_{j, \mu, \nu}^{2}}{\ell^{4}} h_{\ell, j}^{(\mu+1, \nu+1)} \delta_{i j}, \\
\int_{0}^{\tau} \psi_{\tau, i}^{(\mu, \nu)}(t) \psi_{\tau, j}^{(\mu, \nu)}(t)(\tau-t)^{\mu} t^{\nu} d t & =h_{\tau, i}^{(\mu, \nu)} \delta_{i j},
\end{aligned}
$$

where $\delta_{i j}$ is the well-known Kronecker delta function.

Lemma 5. [28] (Stirling approximation of Gamma function) For all $n>4$ and $|a|<2$, one has:

$$
\frac{1}{2} n^{a-1} n!<\Gamma(n+a)<2 n^{a-1} n!
$$

Theorem 4. The following estimates are valid:
(i) $\left|h_{\ell, j}^{(\mu+1, \nu+1)}\right|=\mathcal{O}\left(\frac{1}{j}\right), \quad\left|h_{\tau, i}^{(\mu, \nu)}\right|=\mathcal{O}\left(\frac{1}{i}\right)$.
(ii) Under the assumptions of Lemma 2, there exists a generic positive constant $\varsigma$ such that $\left|J_{\ell, k}^{(\mu, \nu)}(x)\right| \leq\left(\frac{\varsigma}{\sqrt{k}}\right) w^{\left(-\frac{2 \mu+1}{4},-\frac{2 \nu+1}{4}\right)}(x)$.

Theorem 5. (Convergence) Any function $v(x, t)=x(\ell-x) g_{1}(t) g_{2}(x) \in Z$ with $\left|g_{1}^{(i)}(t)\right| \leqslant \gamma_{i}$ and $\left|g_{2}^{(i)}(x)\right| \leqslant \varrho_{i} ; i=0,1,2,|\mu| \leqslant \frac{1}{2},|\nu| \leqslant \frac{1}{2}$ can be expanded as an infinite double sum in terms of the basis functions given in (3.6) that converges uniformly to $v(x, t)$. Moreover, the coefficients $c_{i j}$ in (3.8) satisfy the inequality

$$
\left|c_{i j}\right|=\mathcal{O}\left(\frac{1}{i^{\frac{3}{2}} j^{\frac{3}{2}}}\right)
$$

Proof. If we start with the coefficients $c_{i j}$ in (3.8), then we have

$$
\begin{equation*}
c_{i j}=\frac{\ell^{4}}{\sigma_{j, \mu, \nu}^{2} h_{\tau, i}^{(\mu, \nu)} h_{\ell, j}^{(\mu+1, \nu+1)}} \int_{0}^{\tau} \int_{0}^{\ell} v(x, t) \psi_{\tau, i}^{(\mu, \nu)}(t) \phi_{\ell, j}^{(\mu, \nu)}(x) t^{\nu}(\tau-t)^{\mu} x^{\nu-1}(\ell-x)^{\mu-1} d x d t, \tag{4.2}
\end{equation*}
$$

then by the hypotheses of the theorem and (3.11), (4.1) enables one to write

$$
c_{i j}=\frac{\ell^{2}}{\sigma_{j, \mu, \nu} h_{\tau, i}^{(\mu, \nu)} h_{\ell, j}^{(\mu+1, \nu+1)}} \int_{0}^{\tau} g_{1}(t) J_{\tau, i}^{(\mu, \nu)}(t) w_{\tau}^{(\mu, \nu)}(t) d t \int_{0}^{\ell} g_{2}(x) J_{\ell, j}^{(\mu+1, \nu+1)}(x) w_{\ell}^{(\mu+1, \nu+1)}(x) d x .
$$

Let

$$
c_{i j}=I_{g_{1}}(i) I_{g_{2}}(j),
$$

where

$$
\begin{equation*}
I_{g_{1}}(i)=\frac{1}{h_{\tau, i}^{(\mu \nu)}} \int_{0}^{\tau} g_{1}(t) J_{\tau, i}^{(\mu, \nu)}(t) w_{\tau}^{(\mu, \nu)}(t) d t \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{g_{2}}(j)=\frac{\ell^{2}}{\sigma_{j, \mu, \mu} h_{\ell, j}^{(\mu+1, \nu+1)}} \int_{0}^{\ell} g_{2}(x) J_{\ell, j}^{(\mu+1, \nu+1)}(x) w_{\ell}^{(\mu+1, \nu+1)}(x) d x . \tag{4.4}
\end{equation*}
$$

If the right hand side of (4.3) and (4.4) are integrated twice by parts, then we get

$$
\begin{aligned}
& I_{g_{1}}(i)=\frac{\tau^{2}}{(i+\eta)(i+\eta-1) h_{\tau, i}^{(\mu, \nu)}} \int_{0}^{\tau}\left(g _ { 1 } ( t ) \left[\nu(\nu-1) w_{\tau}^{(\mu, \nu-2)}-2 \mu \nu w_{\tau}^{(\mu-1, \nu-1)}\right.\right. \\
& \left.\left.+\mu(\mu-1) w_{\tau}^{(\mu-2, \nu)}\right]+2 \nu g_{1}^{\prime}(t) w_{\tau}^{(\mu, \nu-1)}-2 \mu g_{1}^{\prime}(t) w_{\tau}^{(\mu-1, \nu)}+g_{1}^{\prime \prime}(t) w_{\tau}^{(\mu, \nu)}\right) J_{\tau, i+2}^{(\mu-2, \nu-2)}(t) d t
\end{aligned}
$$

$$
\begin{aligned}
& I_{g_{2}}(j)=\frac{\ell^{4}}{\sigma_{j, \mu, \nu}(j+\eta-1)(j+\eta+1) h_{\ell, j}^{(\mu+1, \nu+1)}} \int_{0}^{\ell}\left(g _ { 2 } ( x ) \left[\nu(\nu+1) w_{\ell}^{(\mu+1, \nu-1)}\right.\right. \\
& \left.-2(\mu+1)(\nu+1) w_{\ell}^{(\mu, \nu)}+\mu(\mu+1) w_{\ell}^{(\mu-1, \nu+1)}\right]+g_{2}^{\prime}(x)\left[2(\nu+1) w_{\ell}^{(\mu+1, \nu)}-2(\mu+1) w_{\ell}^{(\mu, \nu+1)}\right] \\
& \left.+g_{2}^{\prime \prime}(x) w_{\ell}^{(\mu+1, \nu+1)}\right) J_{\ell, i+2}^{(\mu-1, \nu-1)}(x) d x .
\end{aligned}
$$

Now, and due to the condition $|\mu| \leqslant \frac{1}{2}$ and $|\nu| \leqslant \frac{1}{2}$, an the boundedness of $g_{1}^{i}, g_{2}^{i}, i=0,1,2$ along with Theorem 4, the desired result can be achieved which completes the proof of the theorem.

Theorem 6. If $v(x, t) \in Y$ satisfies the hypotheses of Theorem 5 and if we consider the approximate solution $v_{N}(x, t)$ as in (3.7), we have the following truncation error estimate

$$
\left\|v-v_{N}\right\|_{2}=\mathcal{O}\left(N^{-4}\right)
$$

Proof. From relations (3.11), (3.12), (3.6) and (3.7), we get

$$
\left\|v-v_{N}\right\|^{2}=\left\|\sum_{i=0}^{N} \sum_{j=N+1}^{\infty} c_{i j} \psi_{\tau, i}^{(\mu, \nu)} \phi_{\ell, j}^{(\mu, \nu)}+\sum_{i=N+1}^{\infty} \sum_{j=0}^{\infty} c_{i j} \psi_{\tau, i}^{(\mu, \nu)} \phi_{\ell, j}^{(\mu, \nu)}\right\|^{2}
$$

and therefore

$$
\left\|v-v_{N}\right\|^{2} \leqslant \sum_{i=0}^{N} \sum_{j=N+1}^{\infty}\left|c_{i j}\right|^{2}\left\|\psi_{\tau, i}^{(\mu, \nu)}\right\|^{2}\left\|\phi_{\ell, j}^{(\mu, \nu)}\right\|^{2}+\sum_{i=N+1}^{\infty} \sum_{j=0}^{\infty}\left|c_{i j}\right|^{2}\left\|\psi_{\tau, i}^{(\mu, \nu)}\right\|^{2}\left\|\phi_{\ell, j}^{(\mu, \nu)}\right\|^{2}
$$

By Lemma 4 and Theorem 4 part (1), we get

$$
\left\|v-v_{N}\right\|^{2}=\mathcal{O}\left(\sum_{i=N+1}^{\infty} \sum_{j=N+1}^{\infty} \frac{\left|c_{i j}\right|^{2}}{i j}\right)
$$

and Theorem 5 leads to

$$
\left\|v-v_{N}\right\|^{2}=\mathcal{O}\left(\sum_{i=N+1}^{\infty} \sum_{j=N+1}^{\infty} \frac{1}{i^{3} j^{3}}\right) .
$$

From the integral test (see, [37]), we obtain the result

$$
\left\|v-v_{N}\right\|^{2}=\mathcal{O}\left(\int_{N}^{\infty} \int_{N}^{\infty} \frac{1}{x^{3} y^{3}} d x d t\right)
$$

and accordingly, we have

$$
\left\|v-v_{N}\right\|^{2}=\mathcal{O}\left(N^{-4}\right)
$$

which ends the proof.

## 5 Illustrative Examples

This section is confined to presenting some numerical experiments to demonstrate the use of the proposed algorithm for solving the telegraph type equations. The absolute errors (in $L_{2}$ norm) can be computed by

$$
L_{2}=\left(\int_{0}^{\tau} \int_{0}^{\ell}\left(v(x, t)-v_{N}(x, t)\right)^{2} d x d t\right)^{\frac{1}{2}}
$$

and the maximum absolute errors are given by

$$
L_{\infty}=\operatorname{Max}\left\{\left|v(x, t)-v_{N}(x, t)\right|, 0 \leq x \leq \ell, 0 \leq t \leq \tau\right\}
$$

Example 1. [35] Consider the linear telegraph equation (3.1) governed by the conditions (3.2) and (3.25), respectively, with
$f(x, t)=x^{2}+t-1, p_{0}(x)=x^{2}, p_{1}(x)=1, q_{0}(t)=t, q_{1}(t)=t+1, \alpha=\beta=1$ and $\ell=\tau=1$.
We apply the proposed algorithm in Section 3.2, when $N=1$, we get a system of four linear algebraic equations in $\left\{c_{0,0}, c_{0,1}, c_{1,0}, c_{1,1}\right\}$, then solving this system we endup with

$$
c_{00}=-\frac{(\nu+1)(\mu+1)}{(\nu+\mu+2)(\nu+\mu+3)}, \quad c_{01}=0, \quad c_{10}=0, \quad c_{11}=0
$$

Hence, $v_{N}(x, t)=x^{2}+t$, which coincides with the exact solution of Example 1.

Example 2. [23] Consider the linear equation (3.1) governed by the conditions in (3.2), (3.3)

$$
p_{0}(x)=p_{1}(x)=0, \alpha=\beta=1 \text { and } \ell=\tau=1 .
$$

The exact solution is $v(x, t)=x^{2}(1-x) \sin ^{2} t$.
In Table 1, we list the maximum absolute error ( $M A E$ ) for some choices of $\mu, \nu$ and $N$ In Figure 1 , we depict the LogError plot $t=0.5$. The table and the figure shows that our method is in good agreement with the analytical solution.

Table 1. $M A E$ of Example 2

| N | $\mu$ | $\nu$ | $E$ | $\mu$ | $\nu$ | $E$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 |  |  | $5.268 \cdot 10^{-10}$ |  |  | $3.259 \cdot 10^{-10}$ |
| 10 | $-\frac{1}{2}$ | $-\frac{1}{2}$ |  | $\frac{1}{2}$ | $\frac{1}{2}$ |  |
| 6 |  |  | $2.361 \cdot 10^{-10}$ |  |  | $6.837 \cdot 10^{-11}$ |
| 10 | $-\frac{1}{2}$ | $\frac{1}{2}$ |  | $\frac{1}{2}$ | $-\frac{1}{2}$ |  |
| 6 |  |  | $4.425 \cdot 10^{-10}$ |  |  | $3.392 \cdot 10^{-9}$ |
| 10 | 0 | 0 |  | 1 | 1 |  |



Figure 1. LogError Plot of Example 2 at $t=0.5$
Example 3. [27] Consider the following telegraph equation
$\partial_{t t} v(x, t)+2 \alpha \partial_{t} v(x, t)+\beta^{2} v(x, t)=\partial_{x x} v(x, t)+f(x, t), \quad(x, t) \in[0,1] \times[0,1], \alpha>\beta \geq 0$,
with the following initial and boundary conditions:

$$
\begin{array}{llc}
v(x, 0)=\sin x, & \partial_{t} v(x, 0)=0, & x \in[0,1] \\
v(0, t)=0, & v(1, t)=\sin 1 \cos t, & t \in[0,1]
\end{array}
$$

and $f(x, t)$ is selected to be compatible with the exact solution $v(x, t)=\cos t \sin x$.
Tables 2 and 3 display, respectively, a comparison between the maximum absolute errors ( $L_{\infty}$ ) for $N=8$ and $N=16$, obtained by our method (SJGM) and the shifted Jacobi collocation method presented in [27] for various choices of the parameters $(\mu, \nu)$. Furthermore, Table 4
displays a comparison between the maximum absolute errors ( $L_{\infty}$ ) for $N=16$, obtained by our method (SJGM) and the Modified Cubic B-Spline Based Differential Quadrature Method (MCB-DQM) presented in [29]. These tables show that our results are more accurate than those obtained by using the methods in [27] and [29].

Table 2. Comparison of $M A E$ for Example 3, $N=8, \alpha=20, \beta=10$

|  | Method in [27] |  |  | Our method |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(-\frac{1}{2},-\frac{1}{2}\right)$ | $\left(\frac{1}{2}, \frac{1}{2}\right)$ | $(0,0)$ | $\left(-\frac{1}{2},-\frac{1}{2}\right)$ | $\left(\frac{1}{2}, \frac{1}{2}\right)$ | $(0,0)$ | $\left(-\frac{1}{2}, \frac{1}{2}\right)$ | $\left(-\frac{1}{2},-\frac{1}{2}\right)$ |
| $L_{\infty}$ | $1.8 \times 10^{-11}$ | $4.5 \times 10^{-10}$ | $4.1 \times 10^{-10}$ | $2.2 \times 10^{-12}$ | $8.1 \times 10^{-12}$ | $6.4 \times 10^{-12}$ | $3.5 \times 10^{-12}$ | $4.8 \times 10^{-12}$ |

Table 3. Comparison of $M A E$ for Example 3, $N=16, \alpha=10, \beta=5$

|  | Method in [27] |  |  | Our method |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(-\frac{1}{2},-\frac{1}{2}\right)$ | $\left(\frac{1}{2}, \frac{1}{2}\right)$ | $(0,0)$ | $\left(-\frac{1}{2},-\frac{1}{2}\right)$ | $\left(\frac{1}{2}, \frac{1}{2}\right)$ | $(0,0)$ | $\left(-\frac{1}{2}, \frac{1}{2}\right)$ | $\left(-\frac{1}{2},-\frac{1}{2}\right)$ |
| $L_{\infty}$ | $1.6 \times 10^{-16}$ | $5.0 \times 10^{-15}$ | $1.7 \times 10^{-15}$ | $3.7 \times 10^{-16}$ | $4.5 \times 10^{-16}$ | $2.8 \times 10^{-16}$ | $1.4 \times 10^{-16}$ | $5.7 \times 10^{-16}$ |

Table 4. Comparison of $M A E$ for Example 3, $N=16, \alpha=10, \beta=5$ and $t=0.5$

|  |  | Our method |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $M C B-D Q M$ in [29] | $\mu=\nu=-\frac{1}{2}$ | $\mu=\nu=\frac{1}{2}$ | $\mu=\nu=0$ | $\mu=-\frac{1}{2}, \nu=\frac{1}{2}$ | $\mu=\frac{1}{2}, \nu=-\frac{1}{2}$ |
| $L_{\infty}$ | $4.0346 \times 10^{-5}$ | $2.3 \times 10^{-16}$ | $8.6 \times 10^{-16}$ | $4.6 \times 10^{-16}$ | $8.4 \times 10^{-16}$ | $7.2 \times 10^{-16}$ |

## 6 Conclusions

In this paper, we presented an algorithm for treating the hyperbolic telegraph equation based on the application of the spectral Galerkin algorithm. This method is built on the construction of the shifted Jacobi basis functions, which satisfy the boundary conditions of the differential equation. The suggested algorithm reduces the telegraph equation governed by its initial and boundary conditions into a linear algebraic system which can be solved efficiently through a suitable numerical algorithm. Of the advantages of the presented algorithm is that we can obtain various solutions due to the presence of two parameters. In addition, it generalizes some of the previously presented algorithms. The convergence and error analysis of the suggested expansion were carefully investigated. Some numerical results are included to demonstrate the applicability and efficiency of the proposed algorithm.

## Acknowledgements

The authors would like to thank the referees so much for their critical reading of the article as well as their insightful remarks, which significantly improved the manuscript.

## References

[1] W.M. Abd-Elhameed. Novel expressions for the derivatives of sixth kind Chebyshev polynomials: Spectral solution of the non-linear one-dimensional Burgers' equation. Fractal and Fract., 5(2):53, 2021.
[2] W.M. Abd-Elhameed, E.H. Doha, Y.H. Youssri, and M. Bassuony. New Tchebyshev-Galerkin operational matrix method for solving linear and nonlinear hyperbolic telegraph type equations. Numer. Methods Partial Differential Equations, 32(6):1553-1571, 2016.
[3] W.M. Abd-Elhameed and Y.H. Youssri. Fifth-kind orthonormal Chebyshev polynomial solutions for fractional differential equations. Comput. Appl. Math., 37:2897-2921, 2018.
[4] W.M. Abd-Elhameed and Y.H. Youssri. Explicit shifted second-kind Chebyshev spectral treatment for fractional Riccati differential equation. CMES Comput. Model. Eng. Sci., 121(3):1029-1049, 2019.
[5] W.M. Abd-Elhameed and Y.H. Youssri. Sixth-kind Chebyshev spectral approach for solving fractional differential equations. Int. J. Nonlinear Sci. Numer. Simul., 20(2):191-203, 2019.
[6] W.M. M Abd-Elhameed and Y.H. Youssri. A novel operational matrix of Caputo fractional derivatives of Fibonacci polynomials: spectral solutions of fractional differential equations. Entropy, 18(10):345, 2016.
[7] M. Inc, A. Akgül, and A. Kılı̧̧man. Numerical solutions of the second-order one-dimensional telegraph equation based on reproducing kernel Hilbert space method, Article ID 768963, 2013.
[8] Q.M. Al-Mdallal. On fractional-Legendre spectral Galerkin method for fractional Sturm-Liouville problems. Chaos Solitons Fractals, 116:261-267, 2018.
[9] Q.M. Al-Mdallal and A.S. Abu Omer. Fractional-order Legendre-collocation method for solving fractional initial value problems. Appl. Math. Comput., 321:74-84, 2018.
[10] Q.M. Al-Mdallal, H. Yusuf, and A. Ali. A novel algorithm for time-fractional foam drainage equation. Alex. Eng. J., 59(3):1607-1612, 2020.
[11] G.E. Andrews, R. Askey, and R. Roy. Special Functions. Cambridge University Press, 1999.
[12] A.H. Bhrawy, M.A. Alghamdi, and E.S Alaidarous. An efficient numerical approach for solving nonlinear coupled hyperbolic partial differential equations with nonlocal conditions. Abstr. Appl. Anal., Article ID 295936,2014.
[13] M. Brio, G.M. Webb, and A.R. Zakharian. Numerical Time-Dependent Partial Differential Equations for Scientists and Engineers. Academic Press, 2010.
[14] C. Canuto, M.Y. Hussaini, A. Quarteroni, and T.A. Zang. Spectral Methods in Fluid Dynamics SpringerVerlag New York. 1988.
[15] Y. Chow, L. Gatteschi, and R. Wong. A Bernstein-type inequality for the Jacobi polynomial. Proc. Amer. Math. Soc., 121(3):703-709, 1994.
[16] E.H. Doha and W.M. Abd-Elhameed. Efficient spectral-Galerkin algorithms for direct solution of secondorder equations using ultraspherical polynomials. SIAM J. Sci. Comput., 24(2):548-571, 2002.
[17] E.H. Doha and W.M. Abd-Elhameed. Accurate spectral solutions for the parabolic and elliptic partial differential equations by the ultraspherical tau method. J. Comput. Appl. Math., 181(1):24-45, 2005.
[18] E.H. Doha, W.M. Abd-Elhameed, and A.H. Bhrawy. New spectral-Galerkin algorithms for direct solution of high even-order differential equations using symmetric generalized Jacobi polynomials. Collect. Math., 64(3):373-394, 2013.
[19] E.H. Doha, W.M. Abd-Elhameed, and Y.H. Youssri. Efficient spectral-Petrov-Galerkin methods for the integrated forms of third-and fifth-order elliptic differential equations using general parameters generalized Jacobi polynomials. Appl. Math. Comput., 218(15):7727-7740, 2012.
[20] E.H. Doha, A.H. Bhrawy, and R.M. Hafez. On shifted Jacobi spectral method for high-order multi-point boundary value problems. Commun. Nonlinear Sci. Numer. Simul., 17(10):3802-3810, 2012.
[21] E.H. Doha, R.M. Hafez, M.A. Abdelkawy, S.S. Ezz-Eldien, T.M. Taha, M.A Zaky, A.Z.M. Amin, A.A. El-Kalaawy, and D. Baleanu. Composite Bernoulli-Laguerre collocation method for a class of hyperbolic telegraph-type equations. Rom. Rep. Phys, 69(119):1-21, 2017.
[22] E.H. Doha, R.M. Hafez, and Y.H. Youssri. Shifted Jacobi spectral-Galerkin method for solving hyperbolic partial differential equations. Comput. Math. Appl., 78(3):889-904, 2019.
[23] M. El-Gamel and A. El-Shenawy. The solution of a time-dependent problem by the B-spline method. $J$. Comput. Appl. Math., 267:254-265, 2014.
[24] L.A. Fisk and W.I. Axford. Anisotropies of solar cosmic rays. Sol. Phys., 7(3):486-498, 1969.
[25] D. Funaro. Polynomial Approximation of Differential Equations, volume 8. Springer Science \& Business Media, 2008.
[26] D. Gottlieb and S.A. Orszag. Numerical Analysis of Spectral Methods: Theory and Applications. SIAM, 1981.
[27] R.M. Hafez. Numerical solution of linear and nonlinear hyperbolic telegraph type equations with variable coefficients using shifted Jacobi collocation method. Comput. Appl. Math., 37(4):5253-5273, 2018.
[28] G.J.O. Jameson. A simple proof of Stirling's formula for the Gamma function. Math. Gaz., 99(544):6874, 2015.
[29] R. Jiwari. Lagrange interpolation and modified cubic B-spline differential quadrature methods for solving hyperbolic partial differential equations with Dirichlet and Neumann boundary conditions. Comput. Phys. Соттип., 193:55-65, 2015.
[30] P.M. Jordan and A. Puri. Digital signal propagation in dispersive media. J. Appl. Phys., 85(3):1273-1282, 1999.
[31] C. Lanczos. Trigonometric interpolation of empirical and analytical functions. J. Math. Phys., 17(1-4):123-199, 1938.
[32] C. Lanczos. Applied Analysis, Pitman \& Sons Ltd. London, 1957.
[33] O. Le Maitre and O.M. Knio. Spectral Methods for Uncertainty Quantification: With Applications to Computational Fluid Dynamics. Springer Science \& Business Media, 2010.
[34] R. Peyret. Spectral Methods for Incompressible Viscous Flow, volume 148. Springer Science \& Business Media, 2013.
[35] A. Saadatmandi and M. Dehghan. Numerical solution of hyperbolic telegraph equation using the Chebyshev tau method. Numer. Methods Partial Differential Equations, 26(1):239-252, 2010.
[36] B. Shizgal. Spectral Methods in Chemistry and Physics. Springer, 2015.
[37] J. Stewart. Single Variable Essential Calculus: Early Transcendentals. Cengage Learning, 2012.
[38] G. Szeg. Orthogonal Polynomials, volume 23. American Mathematical Soc., 1939.
[39] Y.H. Youssri. Orthonormal ultraspherical operational matrix algorithm for fractal-fractional Riccati equation with generalized Caputo derivative. Fractal and Fract., 5(3):100, 2021.
[40] Y.H. Youssri. Two Fibonacci operational matrix pseudo-spectral schemes for nonlinear fractional KleinGordon equation. Int. J. Mod. Phys. C, https://doi.org/10.1142/S0129183122500498, 2021.

## Author information

Heba Ashry, Department of Mathematics, Faculty of Education, Ain Shams University, Roxy, Cairo, Egypt. E-mail: hebaashry93@gmail.com
W.M. Abd-Elhameed, Department of Mathematics, Faculty of Science, Cairo University, Giza 12613, Egypt,

2- Department of Mathematics, College of Science, University of Jeddah, Jeddah 23218,, Saudi Arabia.
E-mail: waleed@cu.edu.eg
G.M. Moatimid, Department of Mathematics, Faculty of Education, Ain Shams University, Roxy, Cairo, Egypt.

E-mail: gal_moa@edu.asu.edu.eg
Y.H. Youssri*, Department of Mathematics, Faculty of Science, Cairo University, Giza 12613, Egypt.

E-mail: youssri@cu.edu.eg, youssri@aucegypt.edu

Received: August 27, 2021
Accepted: October 22, 2021

