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Abstract Depending on previous works about fixed point results in generalized metric spaces,
we present a new fixed point theorem by using the generalization (@, P)-contractive mappings
fulfilling p-admissibility under the condition of Hausdruff b-rectangular space with the invoca-
tion of C-functions. Some examples for clarification were introduced. In the end, we apply
Corollary 4.3 to establish the existence of a solution for the boundary value problem of a -
Caputo type fractional differential equation. The obtained results improved and generalized
some recent results.

1 Introduction

Fixed point theorems (FPTs) are significant tools in nonlinear functional analysis. It is notable
that the Banach contraction principle (BCP) [12] is an essential result in the FPTs, which has
been utilized and reached out in a wide range of bearings. BCP is the most commonly quoted
FPT in the literature. It states that if

8(Tny, Tny) < wd(ny,na),Vny,ny € M. (1.1)

Then T has a unique fixed point, where M is a complete metric space(CMS), and w € [0, 1).
The inequality (1.1) included a very primary condition which is uniformly continuous of 7T'. It is
normal to search in equation (1.1), and can it be achieved in another way so that the condition
of continuity is not of the same strength, which has been studied by Kanan[22], i.e, the author
proved that 7" has a unique fixed point such that

5(Tn1,Tn2) < wé(nl,nz) + 7]5(711,77,2), (1.2)

where M is a CMS for all ny,n, € M and w,n € R and (w4 7n < 1). Next, the inequalities (1.1)
and (1.2) have been extended and generalized in several ways. Among those ways, we faced
some new sorts of metric spaces in literature, like the one established by Branciari [14]. The
author showed the idea of a rectangular metric space (RMS), by replacing the triangle inequality
of a metric space with another, which is so-called the rectangular inequality. Moreover, the
author added the concept of b-metric space (b-MS) as the development of metric space (MS).
Also, many researchers started and examined FPT by extending the famous BCP on RMS. For
more information on FPT in RMS, we refer to [10, 11, 36]. In principle, RMS can lack the
Hausdorffness separation (see examples given in [32]), although it is not beneficial to our theory
because the Hausdorffness separation plays a significant role in theorem 3.2 and its corollaries.
A contraction principle in b-RMS appeared by George [19]. Many definitions of various
mathematical concepts and terms in (b-RMS) can be found in [4, 35]. Lately, Bari et al., in [13]
and Samet et al., in [33] introduced separately some famous FPTs for (@, P)-weakly functions
contractive condition in RMS. They showed that the concept of (@), P)-contractive mapping is
interesting since it does not need the contractive conditions to hold for every pair of points in
the domain different from BCP. There is a large development in the literature of transaction for
fixed point problems though y-admissible functions because it includes a type of discontinuous
functions, see[8, 9, 23, 27, 28, 29, 31]. Newly, two various generalizations of p-admissible
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function were presented by Ansari in [9] which applied the notion of C-type functions, and
Budhia et al. in [15] which employed an RMS. In this paper, we will give some results depending
on [9] and [15] on generalized RMS. Moreover, we apply our results to establish the existence
of a unique solution for the boundary value problem of a 1)-Caputo type of fractional differential
equation. The obtained results improve and generalize some recent results.

2 preliminaries

In this part, we establish the foundation of our prime results.

Definition 2.1. [4] Suppose M be a non-empty set and the mapping 6 : M x M — [0,00)
satisfies

(i) d(n1,nz) =0, if and only if ny = ny;
(i) d(n1,n2) = 6(n2,n1);
(iii) there exist a real number s > 1 for all ny, ny, m € M such that

d(n1,m2) < s[6(n1,m) + 8(m, ny)], (b — triangular inequality).

Then 4 is called a b-metric on M and (M, §) is called a b-MS with coefficient s.

Remark 2.2. [16] The type of b-MS is greater than the type of MS, where a b-MS is an MS when
s=1.

Example 2.3. [16] Let M = Rand § : M x M — R, such that 6(ny,ny) = |n1 —ny
(M, ) is a b-MS, with s = 3.

Definition 2.4. [14] Suppose M be a non-empty set. A function d : M x M — [0, c0) is a --RMS
on M if, for all ny,ny, m;,my € M with m; # my and my,my ¢ {ni,ny}

3
, then

(i) d(n1,n2) = 0, if and only if ny = ny;
(@ii) o0(n1,n2) = d(na,m1);
(iii) 0(n1,m1) < d(ny,my) + 6(ma, ny) + 8(na, my), (rectangular inequality),

Then (M, §) is called an RMS.

For more definitions of concept related to this new category of RMS, see [14, 18].
Definition 2.5. [19, 21] Let M be a non-empty set and the mapping 6 : M x M — [0, co) satisfies
(i) 0(n1,n2) =0, if and only if n; = n, for all ny,ny € M;

(@ii) d0(n1,n2) = d(na,ny) forall ny,ny € M;
(iii) there exists a real number s > 1 such that
d(ny,my) < s[d(ni,ma) + 6(ma,n2) + d(n2, my)], (b — rectangularinequality).
For all ny,ny € M and all (my # my) ¢ {n1,n2}.
Then ¢ is called a b-rectangular metric on M and (M, §) is called a »-RMS with coefficient s.

Remark 2.6. [19] Every MS is a RMS and every RMS is b-RMS (with s = 1). However, the
opposite of implying above is not valid.

Example 2.7. [19] Suppose, M = Nand 6§ : M x M — M as
0, if ni=nmny
5(n1,mp) = 4w, if mny,m € {1,2},n1 # no;
w, if mnyorny¢&{1,2},ny # ny.

Consider, w € (0, 00). Hence, (M, d) is a b-RMS (s = 4/3), but (M, §) is not RMS, take
0(1,2) = 4w > 3w =6(1,3) + 6(3,4) + 6(4,2).
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We introduce the convergent sequences, Cauchy sequence, and competence of bRMS as
Definition 2.8. [19] Suppose, (M, d) be a b-RMS, {n;} be a sequence in M and n € M. Then

(i) A sequence {n;} is said to be convergent in (M, §) and converges to n, if for all € > 0 there
exists 79 € N such that §(n;,n) < ¢, for all ¢ > 4y and this truth is act via lim {n;} =
71— 00
nor{n;} ->nasi— oo.

(ii) A sequence {n;}is said to be Cauchy sequence in (M, d) if for all € > 0 there exists ip € N
such that §(n;, n;1yy) < € forall i > ig,n > 0 or equivalently, if lim &(n;, niyy) = 0, for
11— 00

all > 0.

(iii) (M, d) is said to be a complete b-RMS if every Cauchy sequence in M converges to some
ne M.

The next major lemmas are helpful in providing principle outcomes

Lemma 2.9. [30] Suppose, (M, d) be a b-RMS with s > 1 and let {n;} be a Cauchy sequence in
M such that n; # n; when it was © # j. Then {n;} be able convergence at most one point.

Lemma 2.10. [30] Suppose, (M, ) be a b-RMS with s > 1,

(i) Suppose that the sequences {n;},{m;} € M where n; — n, m; — m as i — oo, such that
n; #n, m; = m, forall i € N. Thus we have

1
gé(n,m) < lim infd(n;,m;) < lim supd(n;,m;) < sd(n,m). 2.1

12— 00 —00

(ii) Suppose m € M and {n;} is a Cauchy sequence in M where n; # n;, foralli,j € N,i # j.
where n; — n, nj = mas i — 0o, n # m. Thus we have

1
gé(n,m) < lim infd(n;,m) < lim supd(n;,m) < sé(n,m). (2.2)

71— 00 11— 00

Definition 2.11. [33] Suppose, T' be a self mapping on a metric space (M, d) and suppose p :
M x M — [0,00) be a function. T is called a p-admissible function if p(Tn;,Tn,) > 1
whenever p(ny,ny) > 1,Vny,ny € M.

Definition 2.12. [33] Suppose, T be a self mapping on a metric space (M,d). A map T is
called a (u, Q)-contractive mapping if there exist two functions p : M x M — [0,00) and
Q : 10,4+00) — [0, +00) such that

p(ny,n2)0(Tny, Tny) < Q(ny,n2) Vny,ny € M, (2.3)

where @ is a non-decreasing functions such that >~:°, Q*(¢) < +oo, forall ¢t > 0, and Q" is the
i jteration of Q.

For examples to p-admissible and (i, Q)-contractive mappings, see [24, 33].

Definition 2.13. [31] Suppose, T be a self-mapping on a metric space (M, d) and suppose p, v :
M x M — [0,00) are two mappings. A map T is called p-admissible with respect to v if
w(Tny, Tny) > v(Tny, Tny) where u(ny,n2) > v(ni,na),¥ni,ny € M. Observe that, if
v(ny,mny) = 1 for all ny, ny € M, thus this definition led to Definition 2.11. Likewise, if we pick
wu(ni,ny) = 1, then we say that 7" is a v-sub admissible functions.

Ansari in [9] introduced the definition for the type of C-function as

Definition 2.14. A type of C-function g : [0,00) x [0,00) — R is a continuous functions such
that,

() glar,a) < o

(i) g(an,a2) =1 = a1 =00r ap =0.
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Vay, ag € [0,00).
For examples of the type of C-function, see [9].

Definition 2.15. [25] A non-decreasing continuous map @ : [0, c0) — [0, 00) is called an altering
distance mapping whenever Q(a) =0 < o = 0.

Remark 2.16. Type of altering distance mapping, we denoted it by sympole U.

In the next section, we present a new fixed point theorem using the generalization (u, Q)-
contractive mappings fulfilling p-admissibility under the condition of Hausdruff b-rectangular
space with the invocation of type C- functions.

3 Main Results

In this section, we shall introduce new results of fixed point in 5>-RMS. Then it is applied to
obtain the uniqueness of a solution for generalized fractional boundary value problem. Let us
start with the following

Definition 3.1. Let (M, ) be a b-RM,S, with s > 1 and let 4, v as in Definition 2.13. M is said
to be p-orderly with respect to v if for a sequence {n;} in M with p(n;,n;y1) > v(ng, ni1) for
all 4 > N and n; — n as i — oo, therefore u(n;,n) > v(n;,n), foralli > N.

Our primary result is
Theorem 3.2. Let (M, 5) be a complete Hausdorff b-RMS, s > 1 and T : M — M be an
u-admissible function with respect to v. Let g € C- type functions and Q, P € U such that

o, ma) > v, ma) = Q(L8(Tmn, Tna)) < g[Q(p(m, m2)), Plo(mi,m))], (1)
forallny,n, € M. Where,

%5(”'1 ’ le), %5(77'1 ) TTl] )7 %5(7127 TT?Q),
p(n1,nz2) = sup . (3.2)
3(n1,Tn1)d(ng, Tna)  8(n1,T11)d(n2,Tns)
s+sd(ni,nz) ’ o s+s6(Tny,Tny)

Suppose that
a u(ng,Tng) > v(ng, Tno) for some ng € M,

b M(mi(n)flamj(n)fl) > U(mi(n)flvmj(n)fl);for all m; # my;

¢ either T is continuous or u(mi(n)_h mj(n)_1) > U(mi(n)_l,mﬂn)_l),for all m; C M.

Then there exists n € M such that T*n = n, for some k € N that is, n is a periodic point, but
if for each periodic point n satisfying p(n, Tn) > v(n,Tn), then T has a fixed point. Moreover,
the fixed point is unique if
Va,b € g(T) = {n € M : Tn = n}, such that u(a,b) > v(a,b).

Proof. Given mg € M, such that
wu(mo, Tmg) > v(mg, Tmy). 3.3)
Consider the iteration

Tim() = Tmi,1 = my;, (34)

such that m; # m;, for alli € N . So, by (3.4) and since T satisfied Definition 2.13 and by
using (3.3) we have

w(ng,my) = u(Tno, T*ng) > v(Tng, T?ng) = v(ng, ny)
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By induction, we obtain
p(mi, miy1) > v(mg, mip),vi € N

In the beginning, we shall show that éé(mi,mi+1) — 0, as ¢ — oo, i.e. §(m;, m;y1) is non-
increasing.
By (3.1),we get

1 1
Q(;(S(mi’mm)) = Q(;‘S(Tmi—laTmi)) < g[Q(p(mi_1,my)), P(p(mi_1,m;))], (3.5
such that,
mz lamz) é(s(mz 1aTmz 1) 6(muTmz)
p(mi_1,m;) =

S(mi—1,Tm;_1)6(m;, Tm;) 6(m;_1,Tm;_1)5(m;,T'm;)
s+88(mi_1,m;) ’ s+s6(Tmi—1,T'm;)

S(mi—1,mi)d(mi,migt)  d(ma—1,mq)8(mi,miv)
s+s8(m;_1,m;) ) s+s6(mi,mitr)

= sup {
mz lamz) %6(miflami)aé6(mi7mi+l)7
= sup

L5 (mi—1,mi), 26(mi—1,my), 16(my, misy) }7

AN

%]

[=1

o
=
@ [—

§(mi—1,m;), L18(my,mypy) }

Il
o2}
=
o
—
o =

We have two cases:
Case (i) If p(m;_1,m;) = éé(mi_l ,m;) for some i € N therefore, (3.5) it will become

Q(éd(mivmiﬂ)) < 9[@(%5(7712‘—1,7”1')),P(éts(mi—l,mi))],

< Q(L5(mi 1, mi).
Since, () is non-decreasing function, then
6(mi, mig1) < 8(mi—1,m;).
SO, {§(m;, m;+1)} is a non-increasing sequence which w > 0 and fulling
lim §(m;, miy1) = sw

71— 00

lim p(m;—1,m;) = sw.
71— 00

Also, due to Q, P are continuous functions, we have

lim Q(6(ms, mis1)) < ilifgog[Q(P(mi—l,mi))»P(P(mi—l,mi))],

71— 00
=y 4lim Q(P(mifl,mi))%l_i}fgo P(p(mi—1,m;))],
ZIEEOQ( (mi—lvmi))~
Consequently,

Q(sw) < g[Q(ws), P(ws)] < Q(sw).

By Definition 2.15, we get sw = 0. Hence lim §(m;, m;y1) = 0.

11— 00
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Case (ii) If p(mi—1,m;) = %5(77% m;+1) for some ¢ € N, therefore, (3.5) it will become

Q(éﬂmmmm)) < g[Q(éé(miH,mi)),P(é(S(miH,mi))] < Q(éfs(mm,mi))

By Definition 2.15, we get either Q(15(m;1,m;)) = 0 or P(16(m;41,m;)) = 0, implies
8(msy1,m;) = 0, but this is contradiction with m;; # m;.

Based on the previous steps, we shall show that §(m;, m;42) — 0, as i — oco.
By (3.1), we have

Q(éfs(mm mi+2)) =Q

[

§(Tmi—1,Tmis))

< Q(p(mi—1,mi1)). (3.6)
Well it could be

1
g5<mi;mi+2) < p(mi—1,miq1).

Since, @ is altering distance function, which gives

1
;5(mi7mi+2) < p(mi—1,miy1)

1 1 1
SO(mi—,migr), 0(mi—1, Tmi—1), c0(mip1, Tmayr),
= sup
S(mi_1,Tm;—1)6(miyp1, Tmivy) 8(mi—1,Tm;_1)8(migpr,fmiyr)
s+88(mi_1,mi1) ' s+s6(Tmi—,Tmiy)

L6(mi—1,mig), L6 (miy,my), 16(mi1, miya),

= sup
S(mi—1,mi)d(miri,maga)  6(ma—1,mi)d(miri,miga)
s+s6(m;—1,miq1) ’ s+s6(mi,mit2)

L6(mi—1,mig), 26 (miy,my), 16(mypr, miya),
< sup

S(mi—1,mi)8(miri,maga)  (mi—1,ma)d(miri,mig)
s ’ s

Lo(mi—1,migr) + 26(mi—r, my) + L6(misr, misa),
< sup

L5(mi—1,mi)é(miyr, misa)

= SUP{ §26(mqi, miya), éa(mi—lvmi)5(mi+]ami+2) } .
From case (i), we obtain p(m;_1,m;y1) = s>5(m;, m;.2), when i — co. Then

lim Q(s*6(m;, mis2)) = lll}lgo Q(p(mi—1,mis1)).

1—00

Therefore, by (3.6)

Q(s? }ggo §(mi,mis2)) < g[Q( lim p(mi—lamiJrl))aP(ilirgo p(mi—1,mi1))],

1—> 00

< Q( lim p(mi_1,mit1)) = lim Q(s*6(mi, mis2)).
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Consequently, with Definition 2.15, we obtain

lim §(m;, miy2) = 0, asi— oo. (3.7)
1—00

Clearly, m; € M does not need to be sequential in order for the convergence of b-RMS. The next
lemma is useful for the rest and its proof is classical. We omit it.

Lemma 3.3. Suppose, (M, ) be a b-RMS with s > 1 and let {m;} be a sequence in M such that

lim (m;, mit1) = hm (ml7 mi2) = 0,
1—00

where, m; # m;, for all i # j. If {m;} is not a b-Cauchy sequence, then there exist ¢ > 0 and
two sub-sequences my (), M) C {m;}, where i(k) > j(k) > k, k € N. Also,

Such that for the next sequences

Sy, M5 (k) ) O (M) =15 (k) ) O (M) s M5 k)= 1) O (M (k)1 T (k)51 )5

it satisfies

e < lim inf & (my (), mjr)) < lim sup 8(mygy, ) < se
71— 00 i—00
€ < lim inf o (my ) k) < lim sup §(my—1, M) < S
71— 00 i—00
e < lim inf §(mygy, mjgr) < lim sup §(mg), mjr)) < sc
71— 00 i—00
e < hm mfé(mz G(k)— 1) < llm supé(mi(k),l,mﬂk),l) < 856.
71— 00 71— 00

Now, we shall prove that 7" has periodic points,i.e., Tkn = n for some n € M and some
keN.
To this end, we assume a sequence {m; } € M is not a Cauchy sequence and let {m;(,,) }, {m(n)} C
{m;} such that i(n) > j(n) >n, n € N. We have

lim 6(mi(n),mj(n)) = lim (;(Tmi(n)bemj(n)—l)-

n— oo n—o0

Thus

p(mi(n)fl ) mj(n)fl) =

%5(mz(n)—] ) mj(n)—l )a ié(mi(n)—] ) Tmi(n)—] )7

1 (M) — 15T () — 1) (M () — 1, T ()~ 1)
sup Sé(mj(n)flvaj(n)fl)v 580 (M () 1,110 (m) 1) s
S — 15T () — 1) (M () — 1, T (1) —1)

s+36(Tmi(n)7]T Mj(n)— l)

3(mi(ny—1,m; (n))é(nL](n) 1M (n))
sup $0(M(n) -1, Mi(n)), 5+ 580y 1t 1)

)

(M (0) = 15 () ) (M () =1, ()
5+88(Mi(n),Mj(n))
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Then, from Lemma 3.3, there is € > 0 such that

nlggo(p(mi(n)—lvmj(n)—l) = s'e.

From condition b we have

M(mi(n)flamj(n)fl) > U(mi(n)flvmj(n)fl)‘
By (3.1), we get

1
Q(g(s(mi(n)fbmj(n)fl)) < g[Q(p(mi(n)flamj(n)fl)LP(p(mi(n)fbmj(n)fl))]

Since g, @) and P are continuous functions, accordingly as n,7 — oo
Q(s*e) < g[Q(s*e), P(s*€)] < Q(s%).

So, Q(s*¢) = 0 or P(s*) = 0, thus ¢ = 0 which is a contradiction. We conclude that {m;}
is a b-Cauchy sequence. Since M is complete then a b-Cauchy sequence {m,} is converged to
neM.

In case that T is continuous and by (3.4), we get

lim Tm; = lim m;4; — Tn.
11— 00

1—00

Hence, T'n = n (M is Hausdorff) so, 7" has a periodic points.
In the other hand, we assume that M is p-orderly with respect to v. From condition ¢, we get

p(mi,n) > v(mg,n), VieN,

which implies,

1
Q(;é(Tmi,Tn)) < g[Q(p(mi,n)), P(p(m;,n))], (3.8)
then,
éé(mi, n), %5(mi, Tm;), %5(n,Tn),
p(mi,n) = sup
8(mi, Tm;)é(n,Tn) &6(m;,Tm;)é(n,Tn)
s+sd(m;,n) ' s+s6(T'm;,Tn)
%5(mi,n), %5(mi, mit1), %5(71, Tn),
= sup
§(mi,mir1)8(n,Tn) §(m;,m;i1)d(n,Tn)
s+sd6(m;,n) ' s+s6(miv,Tn)
Since, {m;} — n asi — oo then
1
p(my,n) = gé(n,Tn). 3.9

Replacing (3.9) into (3.8), we obtain
1 1 1
Q;é(n,Tn) < g[Q(;&(n,Tﬂ)LP(gé(n,Tn))].

Subsequently, we get Q(15(n, Tn) = 0 or P(15(n,Tn)) = 0, thus 6(n,Tn)) = 0. Hence, T
has periodic points. Now, we must prove that 7" has a fixed point from a periodic points. So, let
T has a fixed point, say w. Thus T*w = w, k € N, w is a fixed point of 7" where k = 1. Now
we will show that 7%~!w = z is a fixed point of T such that k& > 1. Assume T*~'n # T*n, for



326 Jayashree Patil, Basel Hardan*, Mohammed S. Abdo and A. Bachhav

all £ > 1. Furthermore, p1(w, Tw) > v(w, Tw) for a periodic point n. Therefore, from (3.1) we
get

Q(éé(Tk_lw,Tkw)) < g[Q(p(Tk_zw,Tk_lw)),P(p(Tk_zw,Tk_lw))], (3.10)

where,

%5(T’“_2w, T+ w), ié(Tk_Zw, T+ 1w),

k72w k‘flw kyflw k‘w
p(T* 2w, T w) = sup L0(TH o, Th), At ey,

S(TF 2w, T 'w)§(T*'w, T w)
s+s6(TF— 1w, Tkw)

%5(Tk72w, T+ w), éé(TkiZw, T+ 1w),

_ 1s/mk—1 k S(T* 2w, T 'w)§ (T* " 'w,T*w)
= sup 55(T w, T ’LU), s+s6(Tk—2w,Tk—Tw) ’

S(T* 2w, TF'w)s(TF'w, T w)
s+s6(Tk—Tw,Tkw)

= { %(S(Tk_zw,Tk_lw)7 éé(Tk_lw,Tkw) }
Again we have two cases:

Case (a) p(T" 2w, TF'w) =
v(w, Tw) we attain

§(TF 2w, T*='w), ¥k > 1, then with return to pu(w, Tw) >

1
s

QAT w, Thu)) < g[Q(((T* 2w, ")), P(L (5T, T4 w)))]
< QLS 2w, T ).
Thus, {(7%~w, T*w)} a non-increasing sequence on [0, 00). Follows that
Q50w 1)) =Q(LA(THu, T 1)
QLo w, THw))
<g[Q(L (BT, T w))), P (S (BT 20, T )
QO 20, T )
<o[Q(L (ST, T 2w))), P (5T, T 20)

QL (3T, T )

<o[@( (3w, Tw))), P (5w, Tw)

<Q(26(w, Tw)).
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As aresult, Q(L6(T* 2w, T"'w)) = 0 or P(16(T* 2w, T*"'w)) =0,
thus §(T% 2w, T*~1w)) = 0 also, T*~2w = T*~'w, which is contradiction, due to T*~ 1w #
T*w. This conforms that there is no other fixed point z = T*~w.

Case(b) p(T* 2w, TF 'w) = 15(T*'w, T*w), for some k > 1, then from (3.10), we get

Q(éé(Tk_lw,T’“w)) < g[Q(é(é(T’“_lw,T’“w))),P(é(é(T’“"w,T’“w)))]

< Q(éé(T’“‘lw,T’“w}).

Therefore, Q(L(6(T*~'w, T*w) = 0 or P(L6(T*~'w, T*w)) = 0, which is contradiction.

Finally, we need to prove that the fixed point is a unique. Suppose that, w;, ws € M are two
separate fixed points of T'. By using (w1, wz) > v(wy,w,) and inequality (3.1), we get

1 1
Q(gf;(wl,wz)) = Q(gé(Twl,Twz)) < g[Q(p(w1, w2)), P(p(wr,wr))], (3.11)
where,
éé(wl , ’w2>, %5(1111 y Tw1 ), ia(wz, ng),
p(wi, w) = sup
S(wy, Tw)d(wr, Twy)  6(wy, Tw;)d(wy,Twy)
s+s6(wy,wy) ' s+s6(Twy, Tws)
1
== gé(wl, wz).
By (3.11),
1 1 1 1

Q(gfs(wl,wz)) = Q(g(;(wl,wz)) < Q[Q(gfs(wl, wz)),P(g5(w1,w2))]a
< Q(So(wr,wn)).

Hence, Q(16(wy, w;)) = 0 or P(16(wy,w,)) = 0, which implies that wy = w,. This proves the
uniqueness of a fixed point of 7" on M. O

4 Examples

We give the following examples

Example 4.1. Suppose M = [0,1],T : M — M such that
T — n—i—%, ne[O,%),
i
3 1].

Consider, p,v : M x M — [0, 00) since,u(n,m) = 3,v(n,m) = 2,¥n,m € M. And assume
§: M x M — [0, 1) be a b-rectangular metric space, as

6/5, n,m € [0, %],
d(n,m) =1 6/20, n,m € [%,0],
2/3, nel0,i],me[3,1].

It very well may be the following

@) 6(Tn,Tm) = 6/20 and p(n,m) = 6/5, if n,m € [0, %}

(i) 6(Tn,Tm) = 0and p(n,m) = 6/20,if n,m € [%, 1];

(iii) 6(Tn,Tm) = 6/20 and p(n,m) = 1/3,ifn € [0, %],m € [%, 1].
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Examine, g : [0,00) x [0,00) — R and Q,P : [0,00) — [0,00) defined as g(r,a) =
r—a,Q(a) = 4a/5 and P(«) = /3. Then Theorem 3.2 has been fulfilled, (with s = 2).
Hence, w = % be a unique fixed point of 7'.

In the following example, we will explain that the b-rectangular metric space condition must
be Hausdorff as an indispensable prerequisite, without which the Theorem 3.2 results cannot be
achieved

Example 4.2. Assume that M; = {0,2}, M, = %,i € N}, M = M, U M,. Consider ¢ :
M x M — [0,00) as

n € My, m € M,
n e M,mée M,
n #m,

n=m.

d(n,m) =

n
m
1
0

M is complete b-rectangular metric. And define p,v: M x M — [0, c0) such
1

2 =0,m=-
p(n,m) = ’ nemm = | v(n,m)=3 n,me M x M.
4, n#m, orm# 3,

Consider, T : M — M as

1 1 1
T(0) = X T(2)=0 and T(z) =0, V; € M.

For our enjoyment, use the following token

C) = éd(n,m), G = 25(?%Tn), G = éfg(m»Tm)

d(n, Tn)d(m,Tm) §(n, Tn)d(m,Tm)

Cy = d Cs= .
4 s+ sd(n,m) an 5 s+ s6(Tn,Tm)
We have,
n=0m=2, n:O,m:%, n= 7m:% nz%,m:i
Tn = %,Tm = Tn = %,Tm = Tn =0Tm = Tn = 0,Tm =
0 0 0 0
4 3 3m 3m 3
C, % % 3 3n
Cs 3 3m 3m m
3 3 3 3
Ca a D) (=) 3 Im
Cs 1 m 3m 3nm
3 3
p(n,m) 1 1, k=1. %,p >2 1 1

For all k,p € N and k # p, (with s = 3). Now consider ¢ : [0,00) x [0,00) = R, also Q, P :
[0,00) — [0,00) as g(a,7) = 5a/6,Q(r) = 2r/3 and P(r) = r/4. Through the previous table,
we can show the validity of following

1
Q(g(s(Tﬂﬂ Tm)) < g[Q(p(n, m)7 P(p(n, m)))]»
when, pu(n,m) > v(n,m), although ¢(T) = {w € M : Tw = w} = ¢. Hence, there is no a
fixed point of 7. This is because b-RMS is not a Husdorrf space. Since, M;, M, have the same
closure, that is there does not exist any reduces a;, a; > 0 such that B,, (0) N B, (2) = ¢, where
B is open ball.
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Corollary 4.3. Suppose, (M, ,§) be a Hausdorff and complete (b-RMS). Let T : M — M be a
wu-admissible mapping with respect to v. Assume there exist P € U such that for ny,n, € M.

pw(ni,nz) = v(ng,ny) = 8(Tny, Tna) < p(ni,n2) — P((p(n1,m2)))
where,

é5(nla n2)7 éé(nl 5 T’I’Ll)7 é(S(TLz’ Tnz)a

p(ni,n2) = sup
6(n1,Tn1)é(n2,Tny) 8(ny,Tni)d(ny, Tny)
s+s6(ny,ny) ' s+86(Tny,Tny)

Assume also that the following conditions hold:

a there exists ng € M such that j(no, Tng) > v(ng, Tng);
b Vni,ny,n3 € M, p(ni,n2) > v(ni,n2) and p(na, n3) > v(na, n3) = u(ng,n3) > v(ng, n3);
¢ either M is p-orderly with respect v or T is continuous.

Then there exist n € M such that T*n = n ,that is, n is periodic point, but if for periodic
point n satisfying 11(n,Tn) > v(n,Tn) we can decide that T has a fixed point. The fixed point
is unique if Vni,ny € g(T) = {n € M : Tn = n}, such that (ny,ny) > v(ny, ny).

Corollary 4.4. Suppose, (M, ,§) be a Hausdorff and complete (b-RMS). Let T : M — M be a
w-admissible mapping with respect to v. Such that for ny,ny € M.

u(ng,np) > v(ng,m) = §(Tny, Tny) <w(p(ng,ny)), 0<w<Il.
Where,p(ny,n,) is the same as in Corollary 4.3. Assume also that the following conditions hold:

a there exists ng € M such that u(ng, Tng) > v(ng, Tng);
b Vni,ny,n3 € M, u(n1,n2) > v(ny,ny) and p(na,n3) > v(ng,n3) = p(ng,nz) > v(ng,nz);
¢ either M is pu-orderly with respect v or T is continuous.

Then there exist n € M such that T*n = n, that is, n is periodic point, but if for periodic
point n satisfying (n,Tn) > v(n, Tn) we can decide that T has a fixed point. The fixed point
is unique if Vny,ny € g(T) = {n € M : Tn = n}, such that u(ny,ny) > v(ng,ny).

Remark 4.5. In Theorem 3.2, if we replace s = 1, then our results reduces to Theorem 1 in [15].

5 Application

Fractional calculus (FC) has as of late been of extraordinary intrigue as a result of both the
concentrated improvement of the hypothesis of FC itself and the uses of such developments in
different applied sciences, engineering, and so on. For subtleties, see the monographs of Kilbas
[26], Diethelm [17], Samko et al. [34], and the series of papers [1, 2, 3, 5, 6, 7, 20, 37, 38, 39].
On a basic level, one may reduce a fractional differential equation (FDE) to a fractional integral
equation (FIE) and apply to it the fundamental strategy of fixed point theory. In this part, we
apply the fixed point result inferred in Corollary 4.3 to ensure the existence of a unique solution
of a boundary value problem for a ¥-Caputo-type FDE.

In the remainder of this paper, we will use the following notations: A = [0, 1]; R* = [0, c0);
C(A) be the space of all continuous functions on A with the supremum (uniform) norm; ) be an
increasing function, having a continuous derivative ¢/’ on A with v’(p) # 0 for all ¢ € A; and ,
I'(+) is the Gamma function.

Consider the 1-Caputo type of fractional boundary value problem v-Caputo type of FBVP
for short.

(5.1

{ Cngba(%) +g(5,0(%)) =0, »x€(0,1),
o(0) =o(1) =0,
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where 1 < 9 < 2,9 : AxR — R is a continuous function and Cng:/’ is 1-Caputo
fractional derivative of order 1) introduced by Almeida [6], that is

“Dio(o) = 17" Dy yolo),

where n = [J] + 1, Dy, = (w,l(g) d%) , 0 : A — R is an integrable function, and

Jﬁﬂwaw>:rmiwn/wv«oww>—¢@n”””a«wgg>a,

is called ¥ -Riemann-Liouville fractional integral of order n — ¢ introduced by Kilbas [26]. Note
that when /(o) = o, we obtain the known classical Riemann-Liouville fractional integral

1

I'7o(0) = L(n—1) /ag (0—9)" " o()ds, 0> a.

Lemma 5.1. [37] Let g € C(A) and 1 < ¢ < 2. Then the 1-Caputo type FBVP

CDy Y o(5) + g(32,0(5)) = 0, 32 € (0,1),
a(0) =0, o(1) =0,

is equivalent to
1

o(s) = [ G(5,9)¢'(s)g(s,a(s))ds,

0
where

(W(1) =9(s))", 0<se < < 1.
Let M = C(A) and § : M x M — R be given by

(o, w) =[l o = w) [loo= ;S{lg(a(%) — w(x)).

Then, (M, §) is a RMS.
Theorem 5.2. Let g : A X R — Rand F : A x A — R be given functions. Suppose that
(i) there exists k > 0 such that

lg(se,0(5¢)) — g(se,w(x))| < k|lo —w|, ¥ €A, o,weR,;

P(1)—p(0)” .
WUBON .-\ < 1,

(iii) For > € Aand o,w € C(A), F(o(3),w(3¢)) > 0 implies

(ii) the following inequality holds:

F(To(3),Tw(x)) > 0;
(iv) there exists oy € C(A) and F(o(5),Tog(sc)) > 0 for all x € A where the operator
T :C(A) — C(A) is defined by
1
To(oe) = [ G020/ (Oals.r(s)) . 52)

) If {on} is a sequence in C(A) with o, — o and F(oy,,0n41) > 0Vn €, then F(o,,0) > 0,
Vn €.
Then the problem (5.1) has unique solution.
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Proof. By Lemma 5. 1 S C’ ( A) is a solution of (5.1) if and only if o is a solution of the integral

equation o( fo "()g(s,0(s))ds, s € A. Define the operator T' defined by (5.2).
We find a ﬁxed point of T Now let o, w € C(A) be such that F'(o(),w(5)) > 0. On one hand
we have

[To(s) — Tw(s)| = /0 G(3,)¢'(s)g(s,0(s))ds —/0 G(5¢,5)¢"(s)g(s, w(s))ds

< [ 96n ! Qlats.o6) ~ gleswlelee
By Lemma 5.1, for 0 < »r < ¢ < 1 we have

] / _ (w(%) — 1/J(0) ot 1 _ —1, 7
[ 9w = e s [ W) = v v
)

For 0 < ¢ < s < 1, same estimates can be proved in analogous way to the previous one. So we
will omit it.
Using () and (ii), we get

To () = Tw(>)] S/O G (56,9 (g (s, o)) — g(s, w(<))lds

glgw@wwww—wm«
BCORON

ko —wll.

- rw+1)

That is,

[To—Tw xS A0 —w [|e,
i.e.

§(To, Tw) < Ao(o,w) < Ap(o,w)
where

§(o,To)do(w,Tw) (o, To)d(w,Tw
plo,w) = sup{ 16(0,w), 13(0, To), La(w, Tw), {leptese) seTeptuiu) 3.

Put, o : C(A) x C(A) = [0,+00) and v : C(A) x C(A) — [0, +00) by
{ 1 F(o(9),w(9)) >0, €A,

aloyw) = 0 else.
and v(o,w) = 1 for all o, w € C(A). Now by condition (iii), we get
alow) > v(ow)
= F(o(c),w(s)) =0
= F(To(s), Tw(s)) >0,

which implies
a(To, Tw) > v(To, Tw).
Thus, T is a-admissible mapping. From (iv) there is o9 € C(A) such that a(og, Tog) >
v(o9, Top). Moreover, from (v), the condition (iii) of Corollary 4.3 holds. Thus, all conditions
of Corollary 4.3 are satisfied. Hence, 7" has a unique fixed point. O
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6 Conclusion

Depending on previous works about fixed point results in generalized metric spaces, we have
presented a new fixed point theorem by using the generalization (Q, P)- contractive mappings
fulfilling p-admissibility under the condition of Hausdruff b-rectangular space with the invoca-
tion of C-functions. Some illustrative examples were introduced. In the end, we have applied
Corollary 4.3 to establish the existence of solution for the boundary value problem of a gener-
alized fractional differential equation involving 1-Caputo operator. The acquired results have
extended and generalized some recent results in the literature.
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