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Abstract. In this paper, we consider a nonlinear neutral differential system with periodic
coefficients and time-varying lag. We obtain new estimates to characterize the exponential decay
of solutions of that system at +∞ and depending on the norms of the powers of a constant matrix
D. To reach the desirable results, we use a Lyapunov-Krasovskii functional and give an example
to show applicability of the constructed assumptions. We also use MATLAB-Simulink to show
the behaviors of the paths of the solutions of the system considered in the special case.

1 Introduction

In 2015, Demidenko and Matveeva [10] consider the following n- dimensional constant delay
differential equation (DDE) of neutral type

d

dt
(y(t) +Dy(t− τ)) = Ay(t) +By(t− τ) + F (t, y(t), y(t− τ)). (1.1)

The authors use their previous results on neutral linear DDEs to establish sufficient conditions
for the exponential asymptotic stability of the zero solution of equation (1.1) with explicit es-
timates for the exponential rate decay of solutions at +∞. The method used in [10] does not
require finding the position of the zeros of the characteristic equation for the linearized equation.
It is based on suitable Lyapunov-Krasovskii functionals and imposes some restrictions on the
spectrum of the matrix D in equation (1.1), the rate decays obtained depend on the norms ‖Dj‖
of powers of D.

In addition, qualitative behaviors of solutions of equation (1.1) were discussed in [5, 6, 7,
8, 9]. In that papers, conditions for exponential stability of the zero solution, estimates for the
exponential decay of solutions at infinity and estimates of attraction sets of the zero solution
were obtained. Note that in [5, 6] some estimates for exponential decay of solutions to (1.1)
were established when ‖D‖ < 1. Further, in [7], for the linear case when F (t, u, v) ≡ 0 in
equation (1.1), analogous estimates were given when the spectrum of the matrix D belongs to
the unit disk {λ ∈ C : |λ| < 1}. However, in the case of ‖D‖ < 1 the estimates in [7] are
weaker in comparison with the estimates obtained in [5]. More precise exponential estimates for
the linear systems were obtained in [8, 9]. Moreover, in [9] the authors established estimates
of exponential decay of solutions of the linear time-delay systems of neutral type with periodic
coefficients.

In this paper, motivated by Demidenko and Matveeva [10], we consider the following non-
linear neutral differential system with periodic coefficients and time-varying lag

d

dt
(y(t) +Dy(t− τ(t))) = A(t)y(t) +B(t)y(t− τ(t)) + F (t, y(t), y(t− τ(t))), (1.2)

where t ∈ <, t > 0, y ∈ <n, D is a constant n× n- matrix, A(t) and B(t) are n× n- continuous
T - periodic matrices, that is,

A(t+ T ) ≡ A(t), B(t+ T ) ≡ B(t), T > 0,
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and F (t, u, v) is a real-vector valued continuous function satisfying the Lipschitz condition in u
and the inequality

‖F (t, u, v‖ ≤ q1‖u‖+ q2‖v‖, q1, q2 ∈ <, q1, q2 ≥ 0, (1.3)

and τ(t) ∈ C1([0,∞)), τ(t) is differentiable and T - periodic variable delay, and it also satisfies
that

τ(t+ T ) = τ(t), 0 < τ1 ≤ τ(t) ≤ τ2 <∞, τ ′(t) ≤ α < 1, α ∈ (0, 1), (1.4)

where τ1, τ2 and α are some constants. In this paper, we consider the system (1.2) when the
spectrum of the matrix D belongs to the unit disk. Our aim is to obtain estimates characterizing
exponential decay of solutions at infinity depending on the norms ‖Dj‖.

Through the paper, we use the following dot product and vector norm

〈x, z〉 =
n∑
j=1

xj z̄j , ‖x‖ =
√
〈x, x〉.

The symbol ‖D‖ means the spectral norm of the matrix D and H∗ is the conjugate transpose of
H .

The aim of this paper is to obtain new estimates on the exponential decay of solutions
of system (1.2). In recent years, in particular, for constant coefficients, constant delay and
F (t, y, y(t − τ(t))) = 0, there are a lot of nice works in the literature for linear differential
equations including equations of neutral type or various kinds of the other differential equations
(see [1-22]). However, we would only like to summarize a few related results on the topic.

For the following constant delay differential system with periodic coefficients

d

dt
y(t) = A(t)y(t) +B(t)y(t− τ) + F (t, y(t), y(t− τ)),

some constructive estimates of attraction sets are obtained in [4] by Lyapunov -Krasovskii func-
tionals associated with the exponentially stable linear system

d

dt
y(t) = A(t)y(t) +B(t)y(t− τ). (1.5)

Further, in [3], to discuss the asymptotic stability of solutions of system (1.5), the authors have
usage of the Lyapunov-Krasovskii functional

〈H(t)y(t), y(t)〉+
∫ t

t−τ
〈K(t− s)y(s), y(s)〉ds. (1.6)

In this paper, in the particular case when F (t, y, y(t − τ(t))) ≡ 0 in system (1.2), to investigate
the exponential stability of solutions of the following linear differential system of neutral type
with periodic coefficients

d

dt
(y(t) +Dy(t− τ(t))) = A(t)y(t) +B(t)y(t− τ(t)), (1.7)

we introduce the following Lyapunov-Krasovskii functional

W (ϑ) =〈H(0)(ϑ(0) +Dϑ(−τ(0))), (ϑ(0) +Dϑ(−τ(0)))〉

+

∫ 0

−τ(0)
〈K(−s)ϑ(s), ϑ(s)〉ds, ϑ(s) ∈ C[−τ2, 0], (1.8)

where the matrix valued functions H ∈ C(<̄+) ∩ C1([lT, (l + 1)T ]), l = 0, 1, ..., K(s) ∈
C1([0, τ2]) are such that

H(t) = H∗(t), H(t) = H(t+ T ) > 0, t ≥ 0, (1.9)

K(s) = K∗(s) > 0,
d

ds
K(s) < 0, s ∈ [0, τ2]. (1.10)
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Here and later, the matrix inequality Q > 0 (or Q < 0 ) means that the Hermitian matrix Q is
positive (or negative) definite. In case of the T - periodic matrix A(t) such that the zero solution
to the system of ordinary differential equations dx

dt = A(t)x is asymptotically stable, it is not
difficult to construct the functional (1.6) by the usage of the asymptotic stability criterion of
Demidenko and Matveeva [2].

Indeed, in accord with this criterion, the following boundary value problem (BVP) for the
Lyapunov differential equation{

d
dtH +HA(t) +A∗(t)H = −Q(t), t ∈ [0, T ],

H(0) = H(T ) > 0,
(1.11)

is uniquely solvable for every continuous matrix Q(t), moreover, if Q(t) = Q∗(t) > 0, then
H(t) = H∗(t) > 0 on [0, T ]. Extend T - periodically the matrix H(t) to the whole half-axis
{t > 0}, and use it in (1.6), since (1.9) is fulfilled. In view of the results of [3, 4], it follows
that solutions of equation (1.5) are asymptotically stable if there exists a matrix K(s) satisfying
(1.10) and such that the matrix(

Q(t)−K(0) −H(t)B(t)

−B∗(t)H(t) K(τ)

)
, t ∈ [0, T ],

is positive definite. Note that this condition is equivalent to the matrix inequality

K(0) +H(t)B(t)(K(τ))−1B∗(t)H(t) < Q(t), t ∈ [0, T ].

In fact, for a wide class of T - periodic matrices B(t), the matrix K(s) can be found in the form

K(s) = α(s)K0,K0 = K∗0 > 0,

where
α(s) > 0, α′(s) < 0, s ∈ [0, τ ].

The usage of the functional (1.6) allows us to obtain estimates of exponential decay of solutions
of system (1.5).

2 Main results

We introduce the main results of this paper.
Theorem 1. Let H(t) and K(s) be matrices satisfying the relations (1.9) and (1.10) such that
the compound matrix

C(t) = −

(
C11(t) C12(t)

C21(t) C22(t)

)
(2.1)

is positive definite for all t ∈ [0, T ], where

C11(t) =
d

dt
H(t) +H(t)A(t) +A∗(t)H(t) +K(0),

C12(t) =
d

dt
H(t)D +H(t)B(t) +A∗(t)H(t)D,

C21(t) = D∗
d

dt
H(t) +D∗H(t)A(t) +B∗(t)H(t)

and
C22(t) = D∗

d

dt
H(t)D +D∗H(t)B(t) +B∗(t)H(t)D − (1− α)K(τ2).

Then, the zero solution of system (1.7) is exponentially stable.
Proof. The proof of this theorem can be done easily. Therefore, we omit the details of the

proof.
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We now consider the initial value problem (IVP)

d

dt
(y(t) +Dy(t− τ(t))) =A(t)y(t) +B(t)y(t− τ(t))

+ F (t, y(t), y(t− τ(t))),
y(t) = ϑ(t), t ∈[−τ2, 0], y(+0) = ϑ(0), (2.2)

where ϑ(t) ∈ C1([−τ2, 0]) is a given vector-valued function.
If the matrix H(t) satisfies the conditions of Theorem 1, then we have

d

dt
H(t) +H(t)A(t) +A∗(t)H(t) < −K(0),

that is, H(t) is a solution of BVP (1.11) with Q(t) = Q∗(t) > 0. In this case, H(t) > 0,
t ∈ [0, T ] (see Demidenko and Matveeva [2]). Extend T - periodically this matrix to the whole
half-axis {t ≥ 0}, keeping the same notation. Using the matrices H(t) and K(s) indicated in
Theorem 1, we now consider the Lyapunov-Krasovskii functional (1.8). Let

yt : θ → y(t+ θ), θ ∈ [−τ2, 0].

Then, we have

V (yt) =〈H(0)(yt(0) +Dyt(−τ(0))), (yt(0) +Dyt(−τ(0)))〉

+

∫ 0

−τ(0)
〈K(−θ)yt(θ), yt(θ)〉dθ

=〈H(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉

+

∫ t

t−τ(t)
〈K(t− s)y(s), y(s)〉ds. (2.3)

We assume that the conditions of Theorem 1 hold. Using the matrices H(t) and K(s), we
introduce the following matrix function

S(t) =

(
S11(t) S12(t)

S21(t) S22(t)

)
, (2.4)

where

S11(t) =−
d

dt
H(t)−H(t)A(t)−A∗(t)H(t)−K(0),

S12(t) =H(t)A(t)D +K(0)D −H(t)B(t),

S21(t) =D
∗A∗(t)H(t) +D∗K(0)−B∗(t)H(t),

S22(t) =(1− α)K(τ2)−D∗K(0)D,

q(t) =(q1 +
√
q2

1 + (q1‖D‖+ q2)2)‖H(t)‖, (2.5)

R(t) =− d

dt
H(t)−H(t)A(t)−A∗(t)H(t)−K(0)− qI

− (H(t)A(t)D +K(0)D −H(t)B(t))[(1− α)K(τ2)−D∗K(0)D − qI]−1

× (H(t)A(t)D +K(0)D −H(t)B(t))∗, (2.6)

where I is the unit matrix.
It is not hard to verify that the matrix C(t) in (2.1) is positive definite for all t ∈ [0, T ] if and
only if the matrix S(t) is positive definite for all t ∈ [0, T ]. In addition, note that R(t) is positive
definite for t ∈ [0, T ] if the matrix S(t)− q(t)I is positive definite for t ∈ [0, T ].

Lemma 1. (Skvortsova [20]). If the matrix S(t) in (2.4) is positive definite, then the spectrum
of the matrix D is contained in the disc {λ ∈ C : |λ| <

√
1− α}.
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It should be noted that if the assumption of Lemma 1 holds, then there exists a solution H̃ to
the discrete Lyapunov matrix equation

H̃ − 1
1− α

D∗H̃D = I, (2.7)

where I is the identity matrix. Furthermore, we have the counterpart of the Krein inequality

‖Dj‖ ≤
√
‖H̃‖‖H̃−1‖ρj , j ∈ N, (2.8)

where

ρ =
√
(1− α)(1− 1/‖H̃‖) (2.9)

(see Godunov [12]).
The above estimate will be used in the proof of the main result.
Theorem 2. Let the conditions of Theorem 1 hold. Suppose that the parameters q1, q2 are

such that the matrix S(t) − q(t)I is positive definite for t ∈ [0, T ]. Let k > 0 be the maximal
number such that

d

ds
K(s) + kK(s) ≤ 0, s ∈ [0, τ2]. (2.10)

Let r(t) > 0 be the minimal eigenvalue of the matrix R(t). Then, each solution of the IVP (2.2)
satisfies

‖y(t) +Dy(t− τ(t))‖ ≤

√
W (ϑ)

h(t)
exp(−

∫ t

0

γ(s)

2‖H(s)‖
ds), t > 0, (2.11)

where W (ϑ) is defined by (1.8), h(t) > 0 is the minimal eigenvalue of the matrix H(t), and

γ(t) = min{r(t), k‖H(t)‖} > 0. (2.12)

Proof. We follow the strategy in [3]. Let y(t) be a solution of the IVP (2.2). Differentiating of
the functional V (yt) along solutions of the IVP (2.2), we find

d

dt
V (yt) =〈

d

dt
H(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉

+ 〈H(t)
d

dt
(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉

+ 〈H(t)(y(t) +Dy(t− τ(t))), d
dt
(y(t) +Dy(t− τ(t)))〉

+ 〈K(0)y(t), y(t)〉 − (1− τ ′(t))〈K(τ(t))y(t− τ(t)), y(t− τ(t))〉

+

∫ t

t−τ(t)
〈 d
dt
K(t− s)y(s), y(s)〉ds

=〈 d
dt
H(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉

+ 〈H(t)(A(t)y(t) +B(t)y(t− τ(t))), (y(t) +Dy(t− τ(t)))〉
+ 〈H(t)(y(t) +Dy(t− τ(t))), (A(t)y(t) +B(t)y(t− τ(t)))〉
+ 〈H(t)F (t, y(t), y(t− τ(t))), (y(t) +Dy(t− τ(t)))〉
+ 〈H(t)(y(t) +Dy(t− τ(t))), F (t, y(t), y(t− τ(t)))〉
+ 〈K(0)y(t), y(t)〉 − (1− τ ′(t))〈K(τ(t))y(t− τ(t)), y(t− τ(t))〉

+

∫ t

t−τ(t)
〈 d
dt
K(t− s)y(s), y(s)〉ds
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=〈 d
dt
H(t)y(t), y(t)〉+ 〈 d

dt
H(t)y(t), Dy(t− τ(t)))〉

+ 〈 d
dt
H(t)Dy(t− τ(t), y(t)〉+ 〈 d

dt
H(t)Dy(t− τ(t)), Dy(t− τ(t))〉

+ 〈H(t)A(t)y(t), y(t)〉, 〈H(t)A(t)y(t), Dy(t− τ(t))〉
+ 〈H(t)B(t)y(t− τ(t)), y(t)〉+ 〈H(t)B(t)y(t− τ(t)), Dy(t− τ(t))〉
+ 〈H(t)y(t), A(t)y(t)〉+ 〈H(t)y(t), B(t)y(t− τ(t)))〉
+ 〈H(t)Dy(t− τ(t)), A(t)y(t)〉+ 〈H(t)Dy(t− τ(t)), B(t)y(t− τ(t))〉
+ 〈H(t)F (t, y(t), y(t− τ(t))), (y(t) +Dy(t− τ(t)))〉
+ 〈H(t)(y(t) +Dy(t− τ(t))), F (t, y(t), y(t− τ(t)))〉
+ 〈K(0)y(t), y(t)〉 − (1− τ ′(t))〈K(τ(t))y(t− τ(t)), y(t− τ(t))〉

+

∫ t

t−τ(t)
〈 d
dt
K(t− s)y(s), y(s)〉ds. (2.13)

Consider the expression

(1− τ ′(t))〈K(τ(t))y(t− τ(t)), y(t− τ(t))〉.

By (1.4) and the condition K(s) = K∗(s) > 0, s ∈ [0, τ2], we obtain

(1− τ ′(t))〈K(τ(t))y(t− τ(t)), y(t− τ(t))〉
≥ (1− α)〈K(τ(t))y(t− τ(t)), y(t− τ(t))〉.

Using the conditions d
dsK(s) < 0 and τ(t) ≤ τ2, we have K(τ(t)) ≥ K(τ2). Hence,

(1− τ ′(t))〈K(τ(t))y(t− τ(t)), y(t− τ(t))〉
≥ (1− α)〈K(τ2)y(t− τ(t)), y(t− τ(t))〉.

Therefore, it follows from (2.13) that
d

dt
V (yt) ≤〈

d

dt
H(t)y(t), y(t)〉+ 〈D∗ d

dt
H(t)y(t), y(t− τ(t))〉

+ 〈 d
dt
H(t)Dy(t− τ), y(t)〉+ 〈D∗ d

dt
H(t)Dy(t− τ(t)), y(t− τ(t))〉

+ 〈H(t)A(t)y(t), y(t)〉+ 〈D∗H(t)A(t)y(t), y(t− τ(t))〉
+ 〈H(t)B(t)y(t− τ(t)), y(t)〉+ 〈D∗H(t)B(t)y(t− τ(t)), y(t− τ(t))〉
+ 〈A∗(t)H(t)y(t), y(t)〉+ 〈B∗(t)H(t)y(t), y(t− τ(t))〉
+ 〈A∗(t)H(t)Dy(t− τ(t)), y(t)〉+ 〈B∗(t)H(t)Dy(t− τ(t)), y(t− τ(t))〉
+ 〈H(t)F (t, y(t), y(t− τ(t))), (y(t) +Dy(t− τ(t)))〉
+ 〈H(t)(y(t) +Dy(t− τ(t))), F (t, y(t), y(t− τ(t)))〉
+ 〈K(0)y(t), y(t)〉 − (1− α)〈K(τ2)y(t− τ(t)), y(t− τ(t))〉

+

∫ t

t−τ(t)
〈 d
dt
K(t− s)y(s), y(s)〉ds.

Using the matrix C(t) defined by (2.1), we obtain

d

dv
V (yt) ≤−

〈
C(t)

(
y(t)

y(t− τ(t))

)
,

(
y(t)

y(t− τ(t))

)〉
+ 〈H(t)F (t, y(t), y(t− τ(t))), (y(t) +Dy(t− τ(t)))〉
+ 〈H(t)(y(t) +Dy(t− τ(t))), F (t, y(t), y(t− τ(t)))〉

+

∫ t

t−τ(t)
〈 d
dt
K(t− s)y(s), y(s)〉ds. (2.14)
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Consider the first summand in the right-hand side of (2.14). Since(
y(t)

y(t− τ(t))

)
=

(
I −D
0 I

)(
y(t) +Dy(t− τ(t))

y(t− τ(t))

)
,

then 〈
C(t)

(
y(t)

y(t− τ(t))

)
,

(
y(t)

y(t− τ(t))

)〉

≡
〈
S(t)

(
y(t) +Dy(t− τ(t))

y(t− τ(t))

)
,

(
y(t) +Dy(t− τ(t))

y(t− τ(t))

)〉
,

where

S(t) =

(
I 0
−D∗ I

)
C(t)

(
I −D
0 I

)
=

(
S11 S12

S∗12 S22

)
,

which is defined in (2.4).
We now consider the second and the third summands in the right-hand side of (2.14). In view

of (1.3), we have

〈H(t)F (t, y(t), y(t− τ(t))), (y(t) +Dy(t− τ(t))))〉
+ 〈H(t)(y(t) +Dy(t− τ(t))), F (t, y(t), y(t− τ(t)))〉

≤2‖H(t)‖(q1‖y(t)‖+ q2‖y(t− τ(t))‖)‖y(t) +Dy(t− τ(t))‖

≤2q1‖H(t)‖‖y(t) +Dy(t− τ(t))‖2

+ 2(q1‖D‖+ q2)‖H(t)‖‖y(t− τ(t)‖‖y(t) +Dy(t− τ(t))‖

≤q(t)(‖y(t) +Dy(t− τ(t))‖2 + ‖y(t− τ(t))‖2),

where q(t) is given in (2.5). Hence,

−
〈
C(t)

(
y(t)

y(t− τ(t))

)
,

(
y(t)

y(t− τ(t))

)〉
+〈H(t)F (t, y(t), y(t− τ(t))), (y(t) +Dy(t− τ(t)))〉
+〈H(t)(y(t) +Dy(t− τ(t))), F (t, y(t), y(t− τ(t)))〉

≤ −
〈
(S(t)− q(t)I)

(
y(t) +Dy(t− τ(t))

y(t− τ(t))

)
,

(
y(t) +Dy(t− τ(t))

y(t− τ(t))

)〉
. (2.15)

By the conditions of Theorem 2, the matrix S(t)− q(t)I is positive definite for t ∈ [0, T ]. Using
the representation

S(t)− q(t)I =

(
I S12(t)(S22 − qI)−1

0 I

)(
S11(t)− qI − S12(t)(S22 − qI)−1S∗12(t) 0

0 S22 − qI

)

×

(
I 0

(S22 − qI)−1S∗12(t) I

)
,

we have 〈
(S(t)− q(t)I)

(
y(t) +Dy(t− τ(t))

y(t− τ(t))

)
,

(
y(t) +Dy(t− τ(t))

y(t− τ(t))

)〉
≥ 〈[S11(t)− qI − S12(t)(S22 − q(t)I)−1S∗12(t)](y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉.
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Since the matrix S(t)− q(t)I is positive definite for t ∈ [0, T ], then the matrix

R(t) = S11(t)− q(t)I − S12(t)(S22 − q(t)I)−1S∗12(t)

is positive definite for t ∈ [0, T ]. Taking into account (2.4), it is seen that the matrix R(t) has the
form (2.6). Consequently, from (2.15), we obtain

−
〈
C(t)

(
y(t)

y(t− τ(t))

)
,

(
y(t)

y(t− τ(t))

)〉
+〈H(t)F (t, y(t), y(t− τ(t))), (y(t) +Dy(t− τ(t)))〉
+〈H(t)(y(t) +Dy(t− τ(t))), F (t, y(t), y(t− τ(t)))〉
≤ −〈R(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉

≤ −r(t)‖y(t) +Dy(t− τ(t))‖2, (2.16)

where r(t) > 0 is the minimal eigenvalue of R(t). Using the matrix H(t), we have

‖y(t) +Dy(t− τ(t))‖2 ≥ 1
‖H(t)‖

〈H(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉.

In view of (2.10), (2.14) and (2.16), we obtain

d

dt
V (yt) ≤−

r(t)

‖H(t)‖
〈H(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉

+

∫ t

t−τ(t)
〈 d
dt
K(t− s)y(s), y(s)〉ds

≤− r(t)

‖H(t)‖
〈H(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉

− k
∫ t

t−τ(t)
〈K(t− s)y(s), y(s)〉ds.

Taking into account the definition of the functional W given by (1.8), we obtain

d

dt
V (yt) ≤ −

γ(t)

‖H(t)‖
V (yt) ≤W (ϑ) exp(−

∫ t

0

γ(s)

‖H(s)‖
ds),

where γ(t) = min{r(t), k‖H(t)‖} > 0.
It is also clear that

‖y(t) +Dy(t− τ(t))‖2 ≤ 1
h(t)
〈H(t)(y(t) +Dy(t− τ(t))), (y(t) +Dy(t− τ(t)))〉,

where h(t) is the minimal eigenvalue of H(t). At the end, in view of (1.8), we can conclude that

‖y(t) +Dy(t− τ(t))‖ ≤

√
V (yt)

h(t)
≤

√
W (ϑ)

h(t)
exp(−

∫ t

0

γ(s)

2‖H(s)‖
ds).

The last inequality ends the proof of the theorem.
In the next theorem, Theorem 3, based on the inequality (2.11), we prove an estimate for the

solutions of the IVP (2.2). The estimate obtained will be used for proving our main results.
Let

µ = max
t∈[0,T ]

√
W (ϑ)

h(t)
, Φ = max

t∈[−τ2,0]
‖ϑ(t)‖,

β(t) =
γ(t)

2‖H(t)‖
, β+ = max

t∈[0,T ]
β(t), β− = min

t∈[0,T ]
β(t). (2.17)
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Theorem 3. If the conditions of Theorem 2, then, on each segment t ∈ [kτ1, (k + 1)τ1), k =
0, 1, ..., the solution y(t) of IVP (2.2) satisfies

‖y(t)‖ ≤
√
‖H̃‖‖H̃−1‖(µ

k∑
j=0

(ρeβ
+τ2)je−

∫ t
0 β(s)ds + ρk+1

Φ), (2.18)

where H̃, ρ, µ,Φ, β+ and β(t) are defined in (2.7), (2.9) and (2.17), respectively.
Proof.Clearly, if we take into account the estimates (2.8), (2.9) and (2.17), then, by (2.11) for
t ∈ [0, τ1), it follows that

||y(t)|| ≤µe−
∫ t

0 β(s)ds + ‖Dy(t− τ(t))‖

≤µe−
∫ t

0 β(s)ds + ‖D‖Φ

≤
√
‖H̃‖‖H̃−1‖(µe−

∫ t
0 β(s)ds + ρΦ),

which implies (2.18) for k = 0.
Let t ∈ [kτ1, (k+ 1)τ1), k = 1, 2, .... It is not difficulty to show the following sequence of the

inequalities

||y(t)|| ≤µe−
∫ t

0 β(s)ds + ‖Dy(t− τ(t))‖

≤µe−
∫ t

0 β(s)ds + ‖Dy(t− τ(t)) +D2y(t− 2τ(t))‖

+ ‖D2y(t− 2τ(t)) +D3y(t− 3τ(t))‖+ ...

+ ‖Dky(t− kτ(t)) +Dk+1y(t− (k + 1)τ(t))‖

+ ‖Dk+1y(t− (k + 1)τ(t))‖

≤µe−
∫ t

0 β(s)ds + ‖D‖‖y(t− τ(t)) +Dy(t− 2τ(t))‖

+ ‖D2‖‖y(t− 2τ(t)) +Dy(t− 3τ(t))‖+ ...

+ ‖Dk‖‖y(t− kτ(t)) +Dy(t− (k + 1)τ(t))‖

+ ‖Dk+1‖‖y(t− (k + 1)τ(t))‖.

In view of (2.11), we can derive the estimate

||y(t)|| ≤µe−
∫ t

0 β(s)ds + µ||D||e−
∫ t−τ(t)

0 β(s)ds + µ||D2||e−
∫ t−2τ(t)

0 β(s)ds

+ ...+ µ‖Dk‖e−
∫ t−kτ(t)

0 β(s)ds + ‖Dk+1‖Φ

=µ
k∑
j=0

‖Dj‖e−
∫ t−jτ(t)

0 β(s)ds + ‖Dk+1‖Φ

=µ
k∑
j=0

‖Dj‖e
∫ t
t−jτ(t) β(s)dse−

∫ t
0 β(s)ds + ‖Dk+1‖Φ.

By the estimates (1.4), (2.8) and (2.17), we can obtain

‖y(t)‖ ≤µ
k∑
j=0

‖Dj‖eβ
+jτ2e−

∫ t
0 β(s)ds + ‖Dk+1‖Φ

≤
√
‖H̃‖‖H̃−1‖(µ

k∑
j=0

ρjeβ
+jτ2e−

∫ t
0 β(s)ds + ρk+1

Φ),

which is required.
Next, we obtain some estimates for solutions of the IVP (2.2) on the whole half-line {t > 0}.

Like in [5], we distinguish three cases allowing us to obtain more precise estimates. Since the
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spectrum of the matrix D belongs to the unit disk {λ ∈ C : |λ| <
√

1− α}, then it follows

that ‖Dj‖ ≤
√
‖H̃‖‖H̃−1‖ρj → 0 as j → ∞. Let l > 0 be the minimal integer such that

‖Dl‖ ≤
√
‖H̃‖‖H̃−1‖ρl < 1. In the following theorems, Theorems 4-6, we establish estimates

when
ρ1 < e−lβ

+τ2 , ρl = e−lβ
+τ2 , e−lβ

+τ2 < ρl < e−(lβ
+τ2−lβ−τ1),

where ρ and β+ are defined by (2.9) and (2.17), respectively.
Theorem 4. We assume that

ρl < e−lβ
+τ2 . (2.19)

Then, the solution of the IVP (2.2) satisfies

y(t) ≤
√
‖H̃‖‖H̃−1‖[µ(1− ρlelβ

+τ2)−1
l−1∑
j=0

(ρeβ
+τ2)j

+ max{ρeβ
+τ1 , ..., ρlelβ

+τ1}Φ]e−
∫ t

0 β(s)ds (2.20)

for t > 0, where H̃, ρ, µ,Φ, β+ and β(t) are defined in (2.7), (2.9) and (2.17), respectively.
Proof. Using the inequality (2.18), on each segment t ∈ [kτ1, (k + 1)τ1), k = 0, 1, ..., one can
write the inequality

||y(t)|| ≤
√
‖H̃‖‖H̃−1‖(µ

k∑
j=0

(ρeβ
+τ2)je−

∫ t
0 β(s)ds + ρk+1

Φ)

=
√
‖H̃‖‖H̃−1‖[µ

k∑
j=0

(ρeβ
+τ2)j + ρk+1e

∫ t
0 β(s)dsΦ]e−

∫ t
0 β(s)ds

≤
√
‖H̃‖‖H̃−1‖[µ

k∑
j=0

(ρeβ
+τ2)j + ρk+1e(k+1)β+τ1 Φ]e−

∫ t
0 β(s)ds.

In view the condition on ρl, we obtain the estimate on the whole half-line {t > 0},

y(t) ≤
√
‖H̃‖‖H̃−1‖[µ

∞∑
j=0

(ρeβ
+τ2)j + max{ρeβ

+τ1 , ..., ρlelβ
+τ1}Φ]e−

∫ t
0 β(s)ds. (2.21)

Consider the series
∑∞
j=0(ρe

β+τ2)j . Then, it is clear that

∞∑
j=0

(ρeβ
+τ2)j =

l−1∑
j=0

(ρeβ
+τ2)j +

2l−1∑
j=l

(ρeβ
+τ2)j +

3l−1∑
j=2l

(ρeβ
+τ2)j + ...

≤
l−1∑
j=0

(ρeβ
+τ2)j + ρlelβ

+τ2

l−1∑
j=0

(ρeβ
+τ2)j + (ρlelβ

+τ2)2
l−1∑
j=0

(ρeβ
+τ2)j + ...

= (1 + ρlelβ
+τ2 + (ρlelβ

+τ2)2 + ...)
l−1∑
j=0

(ρeβ
+τ2)j .

Since ρlelβ
+τ2 < 1, then, by (2.19), we have

∞∑
j=0

(ρeβ
+τ2)j ≤ (1− ρlelβ

+τ2)−1
l−1∑
j=0

(ρeβ
+τ2)j .

Using this inequality, from (2.21) we derive the required estimate (2.20).
Theorem 5. We assume that

ρl = e−lβ
+τ2 .



On the estimates for solutions of a nonlinear neutral... 115

Then, the solution to the initial value problem (2.2) satisfies

y(t) ≤
√
‖H̃‖‖H̃−1‖[µ(1 +

t

lτ1
)
l−1∑
j=0

(ρeβ
+τ2)j

+ max{e−β
+(τ2−τ1), ..., e−lβ

+(τ2−τ1)}Φ]e−
∫ t

0 β(s)ds (2.22)

for t > 0, where H̃, ρ, µ,Φ, β+ and β(t) are defined in (2.7), (2.9) and (2.17), respectively.
Proof. By Theorem 3, the solution to (2.2) satisfies (2.18) on each segment t ∈ [kτ1, (k + 1)τ1),
k = 0, 1, .... Hence

y(t) ≤
√
‖H̃‖‖H̃−1‖[µ

k∑
j=0

(ρeβ
+τ2)j + ρk+1e(k+1)β+τ1 Φ]e−

∫ t
0 β(s)ds. (2.23)

Taking into account condition ρl in Theorem 5, we obtain

y(t) ≤
√
‖H̃‖‖H̃−1‖[µ

k∑
j=0

(ρeβ
+τ2)j +max{e−β

+(τ2−τ1), ..., e−lβ
+(τ2−τ1)}Φ]e−

∫ t
0 β(s)ds. (2.24)

If k ≤ l − 1, then (2.23) follows from (2.24) for t ∈ [0, lτ1).
Let l ≤ k ≤ 2l − 1, that is, 1 ≤ t

lτ1
< 2. Consider the sum

∑k
j=0(ρe

β+τ2)j . Clearly, we see

k∑
j=0

(ρeβ
+τ2)j =

l−1∑
j=0

(ρeβ
+τ2)j +

k∑
j=l

(ρeβ
+τ2)j

≤
l−1∑
j=0

(ρeβ
+τ2)j + ρlelβ

+τ2

k−l∑
j=0

(ρeβ
+τ2)j .

Since ρl = e−lβ
+τ2 , we have

k∑
j=0

(ρeβ
+τ2)j ≤

l−1∑
j=0

(ρeβ
+τ2)j +

k−l∑
j=0

(ρeβ
+τ2)j

≤
l−1∑
j=0

(ρeβ
+τ2)j +

t

lτ1

k−l∑
j=0

(ρeβ
+τ2)j .

By this inequality, (2.23) follows from (2.24) for t ∈ [lτ1, 2lτ1).
Let ml ≤ k ≤ (m + 1)l − 1,m = 2, 3, ..., i.e., m ≤ t

lτ1
< m + 1. Consider the sum∑k

j=0(ρe
β+τ2)j . It is not difficult to see that

k∑
j=0

(ρeβ
+τ2)j =

l−1∑
j=0

(ρeβ
+τ2)j +

2l−1∑
j=l

(ρeβ
+τ2)j + ...+

k∑
j=ml

(ρeβ
+τ2)j

≤
l−1∑
j=0

(ρeβ
+τ2)j + ρlelβ

+τ2

l−1∑
j=0

(ρeβ
+τ2)j + ...+ ρmlemlβ

+τ2

k−ml∑
j=0

(ρeβ
+τ2)j .

Since ρl = e−lβ
+τ2 , then we have

k∑
j=0

(ρeβ
+τ2)j ≤

l−1∑
j=0

(ρeβ
+τ2)j +

l−1∑
j=0

(ρeβ
+τ2)j + ...+

k−ml∑
j=0

(ρeβ
+τ2)j

≤ (1 +m)
l−1∑
j=0

(ρeβ
+τ2)j .
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In view of the above estimates, it follows that

k∑
j=0

(ρeβ
+τ2)j ≤ (1 +

t

lτ1
)
l−1∑
j=0

(ρeβ
+τ2)j

so that (2.23) follows from (2.24) for t ∈ [mlτ1, (m+1)lτ1). Owing to arbitrariness of m, (2.23)
is valid for all t > 0.
Theorem 6. We suppose that

e−lβ
+τ2 < ρ < e−(lβ

+τ2−lβ−τ1). (2.25)

Then, the solution to the IVP (2.2) satisfies

y(t) ≤
√
‖H̃‖‖H̃−1‖[µ(elβ

+τ2−lβ−τ1)
t
lτ1 [1− (ρlelβ

+τ2)−1]−1

×
l−1∑
j=0

(ρeβ
+τ2)j + (ρl)

1
l−1 max{1, ρ, ..., ρl−1}Φ] exp(

t

lτ1
ln ρl) (2.26)

for t > 0, where H̃, ρ, µ,Φ, β+ and β(t) are defined in (2.7), (2.9) and (2.17), respectively.
Proof. In view of Theorem 3, a solution of the IVP (2.2) satisfies (2.18) on each segment
t ∈ [kτ1, (k + 1)τ1), k = 0, 1, ....

At first we consider the first summand in the right-hand side of (2.18). For k ≤ l−1, we have

k∑
j=0

(ρeβ
+τ2)j ≤

l−1∑
j=0

(ρeβ
+τ2)j .

Let ml ≤ k ≤ (m+ 1)l − 1, m = 1, 2, 3, .... Then,

k∑
j=0

(ρeβ
+τ2)j =

l−1∑
j=0

(ρeβ
+τ2)j +

2l−1∑
j=l

(ρeβ
+τ2)j + ...+

k∑
j=ml

(ρeβ
+τ2)j

=
l−1∑
j=0

(ρeβ
+τ2)j + ρlelβ

+τ2

l−1∑
j=0

(ρeβ
+τ2)j + ...+ ρmlemlβ

+τ2

k−ml∑
j=0

(ρeβ
+τ2)j

≤ (1 + ρlelβ
+τ2 + ...+ ρmlemlβ

+τ2)
l−1∑
j=0

(ρeβ
+τ2)j .

Hence,

k∑
j=0

(ρeβ
+τ2)j ≤ ρmlemlβ

+τ2 [1 + (ρlelβ
+τ2)−1 + ...+ (ρlelβ

+τ2)−m]
l−1∑
j=0

(ρeβ
+τ2)j

≤ ρmlemlβ
+τ2 [1 + (ρlelβ

+τ2)−1 + ...+ (ρlelβ
+τ2)−m + ...]

l−1∑
j=0

(ρeβ
+τ2)j .

Since ρlelβ
+τ2 > 1, then, owing to (2.25), it follows that

k∑
j=0

(ρeβ
+τ2)j ≤ ρmlemlβ

+τ2 [1− (ρlelβ
+τ2)−1]−1

l−1∑
j=0

(ρeβ
+τ2)j .

Taking into account the inequality mlτ1 ≤ t ≤ (m + 1)lτ1, we can derive the estimate for the
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first summand in (2.18) for every k such below√
‖H̃‖‖H̃−1‖(µ

k∑
j=0

(ρeβ
+τ2)je−

∫ t
0 β(s)ds)

≤
√
‖H̃‖‖H̃−1‖(µ

k∑
j=0

(ρeβ
+τ2)je−β

−t)

≤
√
‖H̃‖‖H̃−1‖µρmlemlβ

+τ2e−mlβ
−τ1 [1− (ρlelβ

+τ2)−1]−1
l−1∑
j=0

(ρeβ
+τ2)j

≤
√
‖H̃‖‖H̃−1‖µ(ρlelβ

+τ2−lβ−τ1)t/lτ1 [1− (ρlelβ
+τ2)−1]−1

l−1∑
j=0

(ρeβ
+τ2)j

=
√
‖H̃‖‖H̃−1‖µ(elβ

+τ2−lβ−τ1)t/lτ1 [1− (ρlelβ
+τ2)−1]−1

×
l−1∑
j=0

(ρeβ
+τ2)j exp(

t

lτ1
ln ρl). (2.27)

We now consider the second summand in the right-hand side of (2.18). Obviously, for 0 ≤ k ≤
l − 2, we have

ρk+1 ≤ max{ρ, ..., ρl−1}.

Let ml − 1 ≤ k ≤ (m+ 1)l − 2,m = 1, 2, .... Hence,

ρk+1 = ρmlρk+1−ml ≤ ρml max{1, ρ, ..., ρl−1}.

Since ρl < 1 and t < ((m+ 1)l − 1)τ1, then

ρml ≤ (ρl)
t−(l−1)τ1

lτ1 = (ρl)
1
l−1 exp(

t

lτ1
ln ρl).

Owing to arbitrariness of m, we infer that

ρk+1 ≤ (ρl)
1
l−1 max{1, ρ, ..., ρl−1} exp(

t

lτ1
ln ρl)

for every k. Taking into account the estimate (2.27) for the first summand in the right-hand side
of (2.18), we derive (2.26). The proof is complete.
Example 1. For the case n = 2 as a special case of equation (1.2), we consider the following a
time-varying delay system of nonlinear neutral differential equations with periodic coefficients

d

dt

([
y1(t)

y2(t)

]
+

[
0.11 0.12
−0.04 0.16

]
×

[
y1(t− τ(t))
y2(t− τ(t))

])

=

[
−8 + 0.1 cos t 1− 0.5 cos t
1 + 0.2 cos t −14− 0.2 cos t

]
×

[
y1(t)

y2(t)

]

+

[
0.1 sin t 0.2 cos t

0 −1

]
×

[
y1(t− τ(t))
y2(t− τ(t))

]

+

[
q1y1(t)e−y

2
1(t) + q2y1(t− τ(t))e−y

2
1(t−τ(t))

q1y2(t)e−y
2
2(t) + q2y2(t− τ(t))e−y

2
2(t−τ(t))

]
, t > 0. (2.28)

When we compare equation (2.28) with equation (1.2), it can be seen that

D =

[
0.11 0.12
−0.04 0.16

]
,
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A(t) =

[
−8 + 0.1 cos t 1− 0.5 cos t
1 + 0.2 cos t −14− 0.2 cos t

]
,

B(t) =

[
0.1 sin t 0.2 cos t

0 −1

]
,

F (t, y, y(t− τ(t))) =

[
q1y1(t)e−y

2
1(t) + q2y1(t− τ(t))e−y

2
1(t−τ(t))

q1y2(t)e−y
2
2(t) + q2y2(t− τ(t))e−y

2
2(t−τ(t))

]
,

and

τ1 =
1
20
≤ τ(t) = 1 + sin2 t

20
≤ 1

10
= τ2,

where F (t, u, v) is a real-valued vector function satisfying the Lipschitz condition with respect
to u and the inequality

‖F (t, u, v)‖ ≤ q1‖u‖+ q2‖v‖

for some constants q1, q2 ≥ 0.
In addition, it can be followed that

H(t) =

[
5− 2.4 sin t 1− 1.3 sin t
1− 1.3 sin t 6 + 2.4 sin t

]
and

K(s) = e−ksK0, k = 0.05, K(0) =

[
1 0
0 2

]
.

Let hmin(t) > 0 be the minimal eigenvalue of the matrix H(t). Hence, it is notable that

2.52 ≤ hmin(t) ≤ 4.38, 6.62 ≤ ‖H(t)‖ ≤ 8.48.

Therefore, for α = 0.05, q1 = 0, q2 = 0.02, q = 0.16 and the former particular choices, one can
easily check that the matrix C(t), S(t) and R(t) are positive definite for all t ∈ [0, 2π] and the
minimal eigenvalue cmin(t), smin(t) and rmin(t) of the matrix C(t), S(t) and R(t), respectively,
satisfies cmin(t) ≥ 0.5365, smin(t) ≥ 0.5379 and rmin(t) ≥ 0.3779 by MATLAB-Simulink. Fi-
nally, we have

γ(t) = min{r(t), k‖H(t)‖} = k‖H(t)‖ > 0,

β(t) =
γ(t)

2‖H(t)‖
= β+ = β− =

k

2
= 0.025

and ρ < e−β
+τ2 so that

‖y(t)‖ ≤ r max
−τ2≤s≤0

‖y(s)‖e−0.025t, t ≥ 0

for a proper positive constant r.
As a result, it is seen that all the assumptions of Theorem 1 can be held.
Let

τ(t) =
1 + sin2(t)

20
, t > 0.

Benefited from by MATLAB-Simulink, the desired result for the behaviors of the orbits of
solutions of the considered differential system is shown by the following graph.
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Figure 1. Trajectories of solutions y(t) of system (2.27) when τ(t) = 1+sin2(t)
20 , t > 0
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Department of Mathematics, Faculty of Sciences, Van Yuzuncu Yil University , Van-65080, Turkey.
E-mail: yener_altun@yahoo.com, cemtunc@yahoo.com

Received: October 22, 2017.

Accepted: December 28, 2017.


	1 Introduction
	2 Main results

