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Abstract In this paper, we consider an inverse problem associated with the Laplace’s equa-
tion of determining the robin coefficient of some specimen material by performing measurements
on some part of the boundary. This problem leads to the resolution of a data completion prob-
lem to determine the unknown Dirichlet and Neumann conditions on the inaccessible part of
the boundary. We propose a variant of an iterative algorithm that perform the standard one to
identify the parameter. The algorithm are implemented using the finite element method. The
numerical results is performed in the case of a tube 2D represented by an annular domain and
irregular square domain showing the effectiveness and the robustness of the proposed algorithm.

1 Introduction

We consider an inverse problem for the Laplace’s equation called problem of identifying the
robin coefficient. This problem arises and can be encountered as challenge in several areas of
engineering. In particular; pipes for transport of water, gas and oil under the sea or even on the
surface of the earth are subject to be attacked by an internal and external corrosion phenomenon
or cracking, which is the main cause of leaks and ruptures of pipes, sometimes resulting in
catastrophic damage either the human level or pollution of the environment.

Such problem arises for instance, in corrosion detection problem. The corrosion may occur
in many different forms and several models of this problem are encountered in the literature [1],
[2]. Identifying the robin coefficient from the over-determined measures of the boundary turns
out to be a way to locate the corroded part in a structure, and possibly evaluate the damage level
by an electrical impedance tomography process (EIT) [3].

In this work, we are interested in determining the robin coefficient also called electrical
impedance [4], [5], [6] for identifying corrosion occurred in the inaccessible part of boundary,
which is the quotient of the extended data, from the observed data on the accessible part. This
leads us to calculate the unknown Dirichlet and Neumann conditions on the inaccessible part of
the boundary. This problem is called data completion problem.

This parameter has been the subject of several studies. In particular, the stability, i.e. the
continuous dependence of the unknown parameter on the measured data which is a crucial issue
for numerical applications. This has been the concern of many authors [7], [8], [9], [10]. Some
results of identifiability are also shown by [4], [11]. An identification algorithm proposed by
[12] based on the least squares minimization, the algorithm consists of comparing solutions
corresponding to Robin-Dirichlet and Robin-Neumann boundary conditions, which coincide at
the actual solution. This method smooths out possible oscillations in the impedance which may
gives information on the regions of corrosion.

Since the robin coefficient may be recovered from the completed cauchy data, this problem
reduces to solving a Cauchy problem for Laplace operator. The data completion problem, which
aims at recovering missing conditions on some inaccessible part of the boundary from the over
specified boundary data on the remaining part, is ill-posed in the sense of Hadamard [13], since
existence, uniqueness and stability of the solution are not always assured [14], [15].

Solving this problem by direct method is very difficult and leads to unstable solutions. Then,
Many performing numerical methods have been developed to overcome the ill-posed nature of
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this kind of problem. Among recent approaches to the cauchy problem, we mention the method
of quasi-reversibility introduced by Lattés since 1960, and recently by [16], [17], [18], thikhonov
method [19] and iterative method [20], [21], [22], [23] .

In this work, we consider an algorithm based on the iterative algorithm addressed by Kozlov,
Mazya and Fomin since 1991 [24], also called alternating method to complete Dirichlet and
Neumann conditions on the boundary; then, we calculate the desired coefficient. To deal with
the large number of iterations required to achieve the convergence with the iterative algorithm,
we propose a new variant to overcome this problem with more precision.

The next section is devoted to the mathematical formulation of the problem. In the third
section, we present the algorithm for solving the robin coefficient problem based on the altenat-
ing method to determine the missing conditions. In addition, we consider a New algorithm and
exhibit the relationship it has with the classical one. Finally, section 4 presents a numerical exam-
ples showing the feasibility of the alternating formulation and its ability to find an approximate
solution more accurately in less iterations.

2 Setting of the problem

Let Q be a bounded connex domain of R? representing the specimen to control and we assume
that the boundary 0Q is at least piecewise.

I'p and I'; are two disjoint closed sub-parts of 0Q, where Iy is the accessible part; however, I’
is the inaccessible part where the corrosion has occurred.

The electric potential u solves the Laplace equation in Q:

—Au(z)=0 in z€Q 2.1

On the accessible part I'y, the Dirichlet and Neumann data of the electric potential v are given
by:

’ uw(z) = f(z) , Oyu(x)=g(z) on zely (2.2)
where 0,,u is the normal derivative of w.
We assume that the corrosion is only happend in the interior boundary of the domain  and
the corrosion can be described by a non-negative function ~ in the boundary condition on the
inaccessible part. That is:

Opu(z) +y(x)u(z) =0 on z el (2.3)

We consider that the entire exterior part is accessible and measurements can be carried. How-
ever, the inside part is inaccessible.

The inverse problem is to find v(x) from the knowledge of the Cauchy data f and g in the
accessible part of the boundary considering two steps:
The first step is to complete the data on the inaccessible part I'j, which amounts to solving data
completion problem given by:

—Au(z) =0 in Q
u(z) = f(z) on T (2.4)
Opu(z) =g(z) on Ty
where the goal is to get the Cauchy data u(z) and 9, u(x) on T';.
The second step consists to get the impedance «y that can be obtained by:

W(x):—%i‘;)/rl if u(z)#0 (2.5)

where ~(z) represents the dammage of corrosion.

3 Resolution of the problem

Taking into account the multiple advantages of the group of iterative methods which allows to
any physical constraints to be easily taken into account directly in the scheme of the iterative al-
gorithm and the simplicity of their implementation, we are interested in this paper to investigate
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the iterative method KMF developed by [24] for solving the data completion problem (4) that is
an ill-posed problem, and then calculate the robin coefficient.

3.1 Description of the standard algorithm

The iterative algorithm investigated is based on reducing this ill-posed problem to a sequence of
mixed well-posed boundary value problems and consists of the following steps:

Step 1. Specify an initial data ug on I';

Step 2. Solve the well posed problem:

Au® =0 in Q
W =vuy on T 3.1
2,u =g on T,

to obtain vy = du'y),

then vy = — 2

uo /T

Step 3. for n > 1, solve alternatively the following two well-posed problems:

AuP=D =0  in Q AP =0 in Q

O,u?V =9, ; on Ty, and W@ =y on T 3.2)
un=1) = ¢ on Ty 8,u® =g on T,

to obtain  u, = u(/zrf_l) to obtain v, = anuf;j)

then ~,, = — 2=

Up /T

Step 4. Repeat step 3 until the stop criterion F is satisfied.

We have chosen the following stop criterion:

E = |lvn = Yastllor, <€ (3.3)

where ¢ is a positive real number small enough.

3.2 Convergence of the iterative algorithm

In this section, we recall the convergence results proposed in the work of Kozlov et al. [24] to
complete the missing data in the case of a connected open domain.

Theorem 3.1. For a compatible data, the sequence (u*);, converge in H'(Q) to the solution of
the Cauchy problem (2.4) for any initial choice ug € H2)(IT'}).

Let us also recall the convergence result given by Baumeister et al. A demonstration can be
found in [25].

Theorem 3.2. (a) If the Cauchy problem has a unique solution u € H'(Q) then the sequence
(tn)n>0 defined in the algorithm converges to ur, for the norm of H)(I)).

(b) If the sequence (uy,)n>0 defined in the algorithm converges in H (2) (T'1) then it converges
10 ur, where u € H'(Q) is the unique solution of the Cauchy problem.

Remark 3.3. (a) The same conclusion can be obtained if at the step 1, one considers a given
initial guess the form vy € H -3 (Tp) instead of the initial guess ug € H %(F()), and modifies
accordingly problems in the step (3) of the algorithm.

(b) The algorithm would not converge if in the step 3 the mixed problems were replaced by
Dirichlet or Neumann problems.
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3.3 Description of the proposed algorithm

The standard algorithm was found to produce an accurate and stable numerical solutions for
the cauchy problem. However, one possible disadvantage of the method is the large number of
iterations necessary to achieve convergence if the initial guess is far from the exact solution.

Following numerical simulations carried out to solve a data completion problem, we ob-
served that the measurement of the inaccessible part influences the results. Thus, the smaller the
measurement, the better the results [26]. Hence, the idea of subdividing the inaccessible part
into two parts and approaching the unknown data on the two sub-parts in alternative way in the
context of identification problem of robin coefficient.

For this, we consider I'y =T'; ; UT'  such that Ty ; NIy, = 0 and mes(I'y ;) = mes(I 2).

The algorithm consists of the following steps:
Step 1. Specify an initial guess up on I'; and solve:

—Au® =0 in Q
U(O) = U on F171 U F172 (3.4)
9,u® = g on I

to obtain v1,0 = anu(/(pl | and V2,0 = 87LU(/?21 2

__ Y

then 9 = w /T,

Step 2. For n > 0, solve the two well-posed problems:

_Au@n-1) — ¢ in  Q —Au?=1 =0 n  Q
Opu®n=0 =y, r @n=1) — 4, . r
U - Vi,n—1 ONn 1,1 and U o Uy, on 1,1 (3.5)
8nu< n=l) = V2n—-1 ON FI,Z 8nu( n=l) = Vn—-1 ON r],z
w1 = on Ty w1 = f on T
to obtain Ujp = u(/ZFTT—]]) to obtain Uy = u(/zlj?zl)
Step 3. For n > 0, solve the two well-posed problems:
—Au®) =0 in Q —AuPM =0 in Q
(2n) — r (2n) _ r
um) e on D 3ngn) vin on I (3.6)
u™ =y, on T, u =u, on I,
anu(zn) = f on 1—‘0 anu(Zn) =g on FO
to obtain vy ,, = 9, u!>" to obtain vy ,, = 9, u!*™
l,n - n /rl,l 2»” - n /Flyg
n — an @n)
then ,, = —Z“ i u<2:*‘) T

Step 4. Repeat the step 3 - 4 until a prescribed stopping criterion is satisfed.

Remark 3.4. It should be noted that:

(a) The developed algorithm used in the identification of the robin coefficient can be seen
as two parallel problems of the standard algorithm. These two problems are initialized with the
same initial data. Each problem allows obtaining an approximation in each subpart I'; ; where
¢ = 1,2 (for the approximation in I'; | the two first well-posed problems in (3-5) and (3-6), for
the approximation in I'; » the two second well-posed problems in (3-5) and (3-6).

(b) Each solved problem allows an approximation in one of the inaccessible sub-parts that
can be introduced in the other well-posed problems.

(c) The robin coefficient is calculated after each iteration, i.e. after solving the well-posed
problems in step 3 and 4.
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4 Numerical results and discussion

For the implementation of the proposed algorithm to identify the robin coefficient, we use the
finite element method with continuous piecewise linear polynomials to resolve the well-posed
problem described in the algorithm which provide simultaneously the unspecified boundary,
namely, the Dirichlet and Neumann conditions.

As programming software, we used the FreeFem++ software dedicated to the finite element
method.

The convergence of the algorithm may be investigated by evaluating at every iteration the error:

ey = [[7m — 'YercHo,r, 4.1

where, -, is the obtained approximation for the function ~y after n iterations and ~.,. is the exact
solution of the problem.
We can also evaluate at every iteration the errors:

ey = ||un — Uegllor, and e, = ||Optn — Onttes

lo.r, 4.2)

where, u,, is the approximation obtained of the function on the boundary I'j after n iterations
and u., is the exact solution of the Cauchy problem.

4.1 Example 1:

In this example, we consider an annular domain defined by:

Q= {(z,y) € R?/R} < 2> 4+ y* < R3} (4.3)

with Ry = 0.5 and Ry = 1.
Iy = {(z,y) € R*/2? + y* = R3} (4.4)
I = {(z,y) € R*/2? + y* = R}} 4.5)

The analytic function solution of data completion problem is given by:

Uex = exp(y)cos(x) 4.6)

The obtained solution with the software FreeFem++ for w is given in Figure 1. showing that
the proposed algorithm allows to achieve a good approximation of the exact solution .

HERRRER AT

EE b b Lo

Initial solution Exact solution Approximate solution

Figure 1. Numerical solution « with the proposed algorithm in comparison with initial solution
and exact solution.

The Figure 2. and Figure 3. Present a comparison between the numerical results e,,, e, and
e, obtained with the standard algorithm and the developed algorithm.

It can be seen that the algorithm proposed decreases considerably the number of iterations
necessary to achieve the convergence that can be reduced, and present a more accurate approxi-
mations for both Dirichlet and Neumann missing data.
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Figure 2. The errors e, and e, with the standard algorithm and the developed algorithm accord-
ing to number of iterations.
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Figure 3. The error e, with stand algorithm and the proposed algorithm according to number of
iterations.

4.2 Example 2:

In this second example, we consider the example with non-smooth boundary, such as a square
Q=(0,1) x (0,1).
Namely, the analytical harmonic potential to be retrieved is given by:

u(z,y) = cos(x)cosh(y) + sin(x)sinh(y) 4.7

‘We consider that the corrosion is produced in the under-specified boundary which is taken to
be I’y = {0} x (0, 1), while the over-specified boundary is I'; = {1} x (0, 1).
The known boundaries are given by I'y = (0,1) x {0} and I'; = (0, 1) x {1}.

It is easy to verify that the known conditions are:
ur, = cos(x)

uyr, = cos(1) x cosh(y) + sin(1) x sinh(y)
Onur, = cos(x)sinh(1) + sin(x)cosh(1)

and the robin coefficient is given by:

sinh(y)

YY) = cosh(y)

4.8)

For the step 1 of the algorithm, as an initial guess ug € H'/?(Ty), we have chosen ug(y) =
14y(=L+sinh(L))+y*/2,y € [0, 1], which also ensures the continuity of du/dy at the corner
I'o N I'; and provides that the initial guess is not too close to the exact value of ;.
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In this example, we use a finite element method with continuous piecewise linear polynomi-
als to provide simultaneously the unspecified conditions of Dirichlet and Neumann. Then, we
calculate the robin coefficient.

[—m— coef robin stand
coef robin exact
0,8 -| coef robin new

Y(x)

Figure 4. Numerical solution of the robin coefficient with standard algorithm and proposed
algorithm in comparison with the exact solution.
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Figure 5. The error e, with standard algorithm and the proposed algorithm according to number
of iteratins.

Figure 4. shows the numerical results obtained for the coefficient robin algorithm with the
standard and the proposed algorithm showing the efficacy and robustness of the two algorithms.

Concerning Figure 5., a comparative study of the error e, is made during the iterative process
showing that the proposed algorithm can lead to more accurate results in a reduced number of
iterations.

Figure 6. shows the evolution of the function -y during iterations, showing that after a reduced
number of iterations, with is not very closed initialization, we have already come to a very good
approximation of the desired coefficient.

5 Conclusion

In this work, a problem of identification of the robin coefficient is presented. The calculation of
this parameter requires the construction of missing data (Dirichlet and Neumann). A developed
iterative algorithm is proposed to calculate the parameter in a few number of iterations and more
accurately. The numerical results presented in the case of an annular domain and square domain
show the effectiveness and the robustness of the proposed algorithm.
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Figure 6. The function v (z) during the iteration process.
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