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Abstract We consider a backward stochastic differential equation (BSDE) with two reflect-
ing barriers which generator H(t, ω, y, z) has a quadratic growth in its z-variable and a square
integrable terminal value ξ. The solutions is constrained to stay between two time continu-
ous processes L and U (called the barriers). We establish the existence of solutions when
H(t, ω, y, z) := a + b|y| + c|z| + f(y)|z|2. The uniqueness and the comparison of solutions
are also established when the generator is of the form f(y)|z|2. The main tools are Krylov’s esti-
mate and Itô-Krylov’s formula, which are proved here, for the solutions of backward stochastic
differential equations with two reflecting barriers.

1 Introduction

Let (Bt)t≥0 be a standard d-dimensional Brownian motion, defined on a probability space (Ω,F ,P),
let {Ft}0≤t≤T be the natural filtration of Bt, where F0 contains all P-null sets of F . On the other
hand, for p > 0, we denote:

Lploc(R) := the space of (classes) of functions u defined on R which are p-integrable on
bounded set of R.
W2
p,loc := the Sobolev space of (classes) of functions u defined on R such that both u and its

generalized derivatives u′ and u′′ belong to Lploc(R).
C := the space of continuous and Ft-adapted processes.
S2 := the space of continuous,Ft-adapted processes ϕ such that E sup0≤t≤T |ϕt|

2
< +∞.

L2 := the space of FT−measurable random variable ξ s.t. satisfying E |ξ|2 < +∞.
M2 := the space of Ft-adapted processes ϕ satisfying E

∫ T
0 |ϕt|

2
dt < +∞.

L2 := the space of Ft-adapted processes ϕ satisfyin
∫ T

0 |ϕt|
2
dt < +∞.

K := the space of P-measurable continuous nondecreasing processes (Kt)t≤T such that
K0 = 0 and KT < +∞, P− a.s.
K2 := the space of P-measurable continuous nondecreasing processes (Kt)t≤T such that

K0 = 0 and E
(
K2
T

)
< +∞.

For (a, b) ∈ R2, we denote a ∨ b := max (a, b), a ∧ b := min (a, b), a− := max(0,−a) and
a+ := max(0, a).

We consider the following assumptions on the data.

(A.1) H(t, ω, y, z) is a real valued, Ft-progressively measurable process defined on [0, T ]×Ω×
R×Rd.

(A.2) ξ is a square integrable, FT -measurable random variable defined on (Ω,F ,¶).

(A.3) U = (Ut)0≤t≤T and L = (Lt)0≤t≤T are two processes which belong to S2 such that ∀t ≤ T,
Lt < Ut and LT ≤ ξ ≤ UT , P− a.s.

Definition 1.1. A solution of a BSDE with two reflecting barriers, with the data (ξ,H,L, U), is an
(Ft)-adapted process (Y,Z,K+,K−) :=

(
Yt, Zt,K

+
t ,K

−
t

)
0≤t≤T which satisfies the following
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equation.
(i) Y ∈ C,K+ and K− ∈ K, Z ∈ L2,

(ii) Yt = ξ +
∫ T
t
H(s, Ys, Zs)ds+

∫ T
t
dK+

s −
∫ T
t
dK−s −

∫ T
t
ZsdBs, 0 ≤ t ≤ T,

(iii) ∀t ≤ T, Lt ≤ Yt ≤ Ut,
(iv)

∫ T
0 (Ut − Yt)dK−t =

∫ T
0 (Yt − Lt)dK+

t = 0.

(1.1)

ξ is called the terminal value, H the generator or coefficient, L the lower barrier and U the
upper barrier.

In the sequel the previous equation will be labeled eq(H, ξ, L, U) or bsde(H, ξ, L, U).

The backward stochastic differential equations with two reflecting barriers (RBSDEs) have
been introduced by Civitanic and Karatzas [7]. A RBSDE (1.1) is called quadratic if its generator
has at most a quadratic growth in its z variable. In [7], the authors have proved the existence and
uniqueness of the solution in the case of a uniformly Lipschitz generatorH and a square terminal
condition ξ. Moreover, either the barriers are regular or they satisfy the so-called Mokobodski’s
condition which leads to the existence of a difference of non-negative super-martingales between
L andU . When ξ is bounded,H satisfiesH(s, y, z) ≤ C(1+φ (y)+|z|2) [with φ is some function
which is bounded on compact sets] and the barriers satisfy the Mokobodski’s condition, the
existence of a solution have been proved, it has been shown in Bahlali, Hamadène and Mezerdi
[4]. In Hamadène and Hassani [9], the existence of solutions to RBSDE (1.1) has been proved
in the case where the terminal value ξ is square integrable and H has a uniform linear growth in
y and z and the barriers are square integrable and satisfying Lt < Ut, ∀t ∈ [0, T ]. In Lepeltier
and San Martin [12], the existence of solutions to RBSDE (1.1) has been established under a
linearly increasing generator H and a square integrable terminal data ξ. Essaky and Hassani
[8] considered RBSDE (1.1) in a very general situation. Indeed, they show the existence of a
minimal and a maximal solution when ξ is only FT−measurable and H has a general growth
with respect to the variable y and stochastic quadratic growth with respect to the variable z.
More precisely, Essaky and Hassani assume that there exist a Ft-adapted processes η such that
E
(∫ T

0 ηsds
)
< +∞ and a continuous process C such that |H(t, y, z)| ≤ ηt(ω)+Ct(ω) |z|2, and

there exists a continuous semimartingale whic passes between L and U . The latter is satisfied,
for instance, when L < U .

The main objective of this work is to extend the result of [1, 2] to quadratic reflected BSDEs.
We first use the occupation time formula to show that for any solution (Y,Z,K+,K−) of RBSDE
(1.1) with data (H(t, y, z), ξ, L, U) such that there exist a locally integrable positive function f
and Ft-adapted positive stochastic process η satisfying E

∫ T
0 ηsds < +∞ such that for a.e. (t, ω)

and every (y, z),
|H(t, y, z)| ≤ ηt + f(y)|z|2,

then the time spent by Y in a Lebesgue negligible set is negligible with respect to the measure
|Zt|2dt. i.e. the following Krylov’s estimate holds for any nonnegative measurable function Ψ

E
∫ T∧τR

0
Ψ(Ys) |Zs|2 ds ≤ C ‖Ψ‖L1([R,−R]) , (1.2)

where τR is the first exit time of Y from the interval [−R,R] and C is a constant depending
on T, ‖η‖L1(Ω) E

[
K±T

]
and ‖f‖L1([R,−R]).

Using inequality (1.2) we prove that the following Itô–Krylov’s change of variable formula
holds for Φ belonging to the Sobolev spaceW2

p,loc

Φ(Yt) = Φ(Y0) +

∫ t

0
Φ
′(Ys)dYs +

1
2

∫ t

0
Φ
′′(Ys) |Zs|2 ds. (1.3)

where (Y,Z,K+,K−) is an arbitrary solution to the RBSDE (1.1). This allows us to establish
the existence of solution to the RBSDE (1.1).

The Paper is organized as follows. In section 2 (auxilliary results), we present the results of
Hamadène & Hassani [9] which will be used. In section 3, we consider the reflected BSDEs
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bsde(f(y) |z|2 , ξ, L, U) and bsde(φf (y, z), ξ, L, U), where a, b, c are real numbers and

φf (y, z) := a+ b |y|+ c |z|+ f(y) |z|2 . (1.4)

Assuming that f is continuous and globally integrable on R, ξ is square integrable, we estab-
lish the existence of solutions for the two equations. The uniqueness is also established for
bsde(f(y) |z|2 , ξ, L, U).

In section 4, we prove Krylov’s inequality and Itô–Krylov’s change of variable formula for
the solutions of BSDEs with two reflecting barriers then we use them to extend the results of
sections 3 to the case where f is merely integrable on R.

2 Auxiliary results

Consider the following assumptions.

(A.4) for any t, y, y′, z, z′, there exists a constant C ≥ 0 such that P− a.s.

|H(s, y, z)−H(s, y′, z′)| ≤ C (|y − y′|+ |z − z′|) .

(A.5) H is continuous and has a uniform linear growth in y and z, i.e. there exists a constant C
such that

|H(s, y, z)| ≤ C (1 + |y|+ |z|) .

The following results is established in [9]. The authors proved the existence and uniqueness
of the solution to reflected BSDEs (1.1) when Lt < Ut, for each t ≤ T .

Theorem 2.1. ([9], Theorem 3.7) Let assumptions (A.1)− (A.4) be hold. Then, there exists a
unique solution (Y,Z,K) to the equation (1.1) which belongs to S2 ×M2 ×K2.

Theorem 2.2. ([9], Theorem 5.1) Assume that (A.1)− (A.3) and (A.5) are satisfied. Then,
equation (1.1) has at least one solution (Y, Z,K) which belongs to S2 ×M2 ×K2.

3 Reflected BSDE with continuous generators

In this section, we will study the two types of the reflected BSDE (1.1) with data (f(y) |z|2 , ξ, L, U)
and (φf (y, z), ξ, L, U). Assuming that f is continuous and globally integrable on R and ξ square
integrable. The following lemma is necessary to study the two types of the reflected quadratic
BSDEs. It allows us to eliminate the additive quadratic term.

Lemma 3.1. ([2], Lemma A.1). Let f be continuous and belongs to L1(R). The function

u(x) :=
∫ x

0
exp

(
2
∫ y

0
f (t) dt

)
dy,

has the following properties,
(i) u ∈ C2(R) and satisfies the differential equation 1

2u
′′(x)− f(x)u′(x) = 0 on R.

(ii) u is a one to one function from R onto R.
(iii) The inverse function u−1 belongs to C2(R).
(iv) u is a quasi-isometry, that is there exist two positive constants m and M such that, for

any x, y ∈ R,
m |x− y| ≤ |u(x)− u(y)| ≤M |x− y| . (3.1)

We explain how we establish the existence of a solution for both bsde(f(y) |z|2 , ξ, L, U) and
bsde(φf (y, z), ξ, L, U). Let u be the function defined in Lemma 3.1, we define the processes ξ,
L, S, Y , Z, K

±
and H as follows:

ξ = u(ξ), Ls = u(Ls), S = u(Ss),

Y . = u(Y.), Z . = u′(Y.)Z., dK
±
. = u′(Y.)dK±. ,

H(s, y, z) = u′
(
u−1 (y)

)
H
(
s, u−1 (y) ,

[
u−1 (y)

]′
z
)
− f

(
u−1 (y)

) [
u−1 (y)

]′ |z|2 .
(3.2)
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Assume that (Y,Z,K+,K−) is a solution (resp. maximal solution) of the RBSDE (1.1).
Then, the following RBSDE has a solution (resp. maximal solution)

(i) Y ∈ C,K+
and K

− ∈ K, Z ∈ L2,

(ii) Y t = ξ +
∫ T
t
H(s, Y s, Zs)ds+

∫ T
t
dK

+
s −

∫ T
t
dK
−
s −

∫ T
t
ZsdBs, 0 ≤ t ≤ T,

(iii) ∀t ≤ T, Lt ≤ Y t ≤ U t,
(iv)

∫ T
0 (U t − Y t)dK

−
t =

∫ T
0 (Y t − Lt)dK

+
t = 0.

(3.3)

Remark 3.2. The maximality property of the solutions is preserved by the fact that the function
u and its inverse are strictly increasing.

Proposition 3.3. Assume that f is continuous and globally integrable on R and ξ is square
integrable on Ω. Then, equation (1.1) has a solution (resp. maximal solution) if and only if
equation (3.3) has a solution (resp. maximal solution). Moreover, the solutions belong to S2 ×
M2 ×K2.

Proof. Suppose that (Y,Z,K+,K−) is a solution (resp. maximal solution) of RBSDE (1.1). Let
u(x) :=

∫ x
0 exp

(
2
∫ y

0 f (t) dt
)
dy be the function defined in Lemma 3.1. We use Itô’s formula to

show that

u(Yt) = u(ξ) +

∫ T

t

u′ (Ys)
{
H(s, Ys, Zs)− f(Ys) |Zs|2

}
ds

+

∫ T

t

u′ (Ys) dK
+
s −

∫ T

t

u′ (Ys) dK
−
s −

∫ T

t

u′ (Ys)ZsdBs

Since both u and its inverse are C2 class functions which are globally Lipschitz and one to one
from R onto R, then every solution

(
Y , Z,K

+
,K
−)

of equation (3.2) is a solution (resp. max-

imal solution) of equation (3.3) with data (H(s, y, z), ξ, L, U). Conversely, suppose that there
exists a solution (resp. maximal solution)

(
Y , Z,K

+
,K
−)

for equation (3.3). Hence, accord-

ing to Lemma 3.1, one can see that
(
Yt, Zt,K

+
t ,K

−
t

)
is a solution (resp. maximal solution) for

equation (1.1), where {
Yt = u−1

(
Y t
)
, Z. =

[
u−1

(
Y t
)]′

Zt,

dK±t =
[
u−1

(
Y t
)]′

dK
±
t , for all t ≤ T.

This shows that, equations (1.1) and (3.3) are equivalent.

3.1 Reflected Quadratic BSDEs withH(t, y, z) := f(y) |z|2

Proposition 3.4. Let f be a continuous and integrable function. Assume that conditions (A.2)
and (A.3) are satisfied. Then, equation bsde(f(y) |z|2 , ξ, L, U) has a unique solution.

Proof. We use the same notations as in Proposition 3.3. According to Proposition 3.3, the Re-
flected Quadratic BSDE (RQBSDE) with data (f(y) |z|2 , ξ, L, U) has a unique solution if and
only if the following equation has a unique solution

(i) Y ∈ S2,K
+

and K
− ∈ K2, Z ∈M2,

(ii) Y t = ξ +
∫ T
t
dK

+
s −

∫ T
t
dK
−
s −

∫ T
t
ZsdBs, 0 ≤ t ≤ T,

(iii) ∀t ≤ T, Lt ≤ Y t ≤ U t,
(iv)

∫ T
0 (U t − Y t)dK

−
t =

∫ T
0 (Y t − Lt)dK

+
t = 0.

(3.4)

By Assumption (A.2) and Lemma 3.1, we have ξ = u(ξ) is square integrable. From the result
of Theorem 2.1, equation (3.4) has a unique solution.
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Reflected Quadratic BSDE with H(t, y, z) = a+ b |y| + c |z| + f(y) |z|2 := φf(y, z)

Let φf (y, z) := a + b |y| + c |z| + f(y) |z|2 , a, b, c ∈ R and f : R → R. The objective is to
prove that the following reflected quadratic BSDE has at least one solution.

(i) Y ∈ S2,K+ and K− ∈ K2, Z ∈M2,

(ii) Yt = ξ +
∫ T
t
φf (y, z)ds+

∫ T
t
dK+

s −
∫ T
t
dK−s −

∫ T
t
ZsdBs, 0 ≤ t ≤ T,

(iii) ∀t ≤ T, Lt ≤ Yt ≤ Ut,
(iv)

∫ T
0 (Ut − Yt)dK−t =

∫ T
0 (Yt − Lt)dK+

t = 0.

(3.5)

Proposition 3.5. Let (A.2), (A.3) be satisfied. Assume moreover that f is continuous and
belongs to L1(R). Then the reflected quadratic BSDE (3.5) has at least one solution.

Proof. Let u be the function defined in Lemma 3.1. Let Y , K
∓
, Z, ξ, L and U defined by (3.2).

Consider the BSDE :
(i) Y ∈ S2,K

+
and K

− ∈ K2, Z ∈M2

(ii) Y t = ξ +
∫ T
t
G(Y s, Zs)ds+

∫ T
t
dK

+
s −

∫ T
t
dK
−
s −

∫ T
t
ZsdBs, 0 ≤ t ≤ T

(iii) ∀t ≤ T, Lt ≤ Y t ≤ U t,
(iv)

∫ T
0 (U t − Y t)dK

−
t =

∫ T
0 (Y t − Lt)dK

+
t = 0,

(3.6)

where G(y, z) = (a+ b
∣∣u−1(y)

∣∣)u′(u−1(y))+ c |z| . Using Lemma 3.1, we show that ξ is square
integrable and G is continuous and of linear growth. Hence, according to Theorem 2.2, the
BSDE (3.6) has at least one solution. We use Proposition 3.3 to get the desired result.

4 Reflected Quadratic BSDEss with measurable coefficient

4.1 Krylov’s estimates and Itô–Krylov’s formula in equation

We consider the following assumptions:

(H1) There exist a locally integrable nonnegative function f and an Ft-adapted nonnegative
stochastic process η satisfying E

∫ T
0 ηsds < +∞ such that for a.e. (t, ω) and every (y, z),

|H(t, y, z)| ≤ ηt + f(y)|z|2.

(H2) f ∈ L1(R).

Proposition 4.1. (Local estimte) Let (Y,Z,K+,K−) be a solution of the equation (1.1) with
data (H(t, y, z), ξ, L, U) and assume that the generator H satisfy Assumption (H1). Then, there
exists a positive constant C depending on T, R, E

[
K±T

]
and ‖f‖L1([R,−R]) such that for any

positive measurable function Ψ,

E
∫ T∧τR

0
Ψ(Ys) |Zs|2 ds ≤ C ‖Ψ‖L1([R,−R]) ,

where τR := inf{t > 0 : |Yt| ≥ R}

Proof. Let τ := τR ∧ τ ′N ∧ τ ′′M ∧ τ+l ∧ τ
−
l′ , where

τ ′N := inf{t > 0 :
∫ t

0
|Zs|2 ds ≥ N},

τ ′′M := inf{t > 0 :
∫ t

0
|H(s, Ys, Zs)| ds ≥M},

τ+l := inf{t > 0 : K+
t ≥ l},

τ−l′ := inf{t > 0 : K−t ≥ l′}.
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Clearly, τ ′N tends to infinity as N tends to infinity. The same do for τR, τ ′′M , τ
+
l and τ−l′ . For

a ∈ R such that a ≤ R, let La. (Y ) be the local time of Y at the level a. Using the occupation
time formula, we show that for any nonnegative function Ψ, we have

E
[∫ t∧τR

0
Ψ(Ys) |Zs|2 ds

]
= E

[∫ t∧τR

0
Ψ(Ys)d 〈Y 〉s

]
(4.1)

≤ E
[∫ R

−R
Ψ(a)Lat∧τR(Y )da

]
.

On the other hand, using Tanaka’s formula and the fact that the map y → (y − a)+ is Lipschitz,
we get

(Yt∧τ − a)+ = (Yt∧τ − a)+ +

∫ t∧τ

0
1{Ys≥a}dYs +

1
2
Lat∧τ (Y ).

It follows that

1
2
Lat∧τ (Y ) +

∫ t∧τ

0
1{Ys≥a}dK

−
s ≤ |Yt∧τ − Y0|+

∫ t∧τ

0
1{Ys≥a}H(s, Ys, Zs)ds (4.2)

+

∫ t∧τ

0
1{Ys≥a}dK

+
s −

∫ t∧τ

0
1{Ys≥a}ZsdWs.

Passing to expectation in the previous inequality, we obtain

sup
a
E [Lat∧τ (Y )] ≤ 2 (M + l+ l′ + 2R) . (4.3)

Note that Support(La.∧τ (Y )) ⊂ [−R,R] and E
(
K±T

)2
< +∞. Therefore, using the occupation

time formula, we get

1
2
Lat∧τ (Y ) ≤ |Yt∧τ − Y0|+

∫ T

0
ηsds+

∫ t∧τ

0
1{Ys≥a}f(Ys)d 〈Y 〉s

+K+
T +K−T −

∫ t∧τ

0
1{Ys≥a}ZsdWs

= |Yt∧τ − Y0|+
∫ T

0
ηsds+

∫ a

−R
f(x)Lxt∧τ (Y )dx

+K+
T +K−T −

∫ t∧τ

0
1{Ys≥a}ZsdWs.

It follows that

E [Lat∧τ (Y )] ≤ 2E
[
|Yt∧τ − Y0|+K+

T +K−T +

∫ T

0
ηsds

]
(4.4)

+

∫ a

−R
2 |f(x)|E [LxT∧τ (Y )] dx.

using Gronwall’s lemma, we get

E [Lat∧τ (Y )] ≤ C ′ exp
(

2 ‖f‖L1
([−R.R])

)
,

where C ′ = 4R + 2
[
‖η‖L1(Ω) + E

(
K+
T +K−T

)]
. Passing successively to the limit on N , M, l

and l′ then using From Beppo–Levi’s theorem, we obtain

E
[
Lat∧τR (Y )

]
≤ C ′ exp

(
2 ‖f‖L1

([−R.R])

)
. (4.5)

At last, from (4.5) and (4.1), we obtain

E
[∫ t∧τR

0
Ψ(Ys) |Zs|2 ds

]
≤ C ′ exp

(
2 ‖f‖L1

([−R.R])

)
‖Ψ‖L1

([−R.R])
.

Proposition 4.1 is proved.
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Corollary 4.2. (Global estimate). Assume that (H.1) and (H.2) hold and ξ is square integrable.
Let (Y,Z,K+,K−) be a solution of equation (1.1). Then there exists a positive constant C

depending on T , ‖η‖L1([0,T ]×Ω) , E
[
K±T

]
, ‖f‖L1(R) and E

(
sup

0≤t≤T
|Yt|

)
such that, for any non-

negative measurable function Ψ,

E
[∫ T

0
Ψ(Ys) |Zs|2 ds

]
≤ C ‖Ψ‖L1(R)

In particular,

E
∫ T∧τR

0
Ψ(Ys) |Zs|2 ds ≤ C ‖Ψ‖L1([R,−R]) ,

where τR := inf{t > 0 : |Yt| ≥ R}.

4.2 Itô-Krylov’s formula for Reflected BSDEs.

In this subsection, we establish Itô–Krylov’s change of variable formula for the solutions of one
dimensional BSDEs with two reflecting barriers. This extends the results obtained in [1, 2].

Theorem 4.3. Let (Y,Z,K+,K−) be a solution of the BSDE with two reflecting barriers (1.1).
Assume that (H.1) is satisfied and ξ is square integrable. Then, for any function u ∈ W2

1,loc, we
get

u(Yt) = u(Y0) +

∫ t

0
u′(Ys)dYs +

1
2

∫ t

0
u′′(Ys) |Zs|2 ds. (4.6)

Remark 4.4. Note that, any function ofW2
1,loc(R) have a representant which belongs to C1(R).

This representant will be considered from now on.

Proof. (of Theorem 4.3) By Proposition 4.1, the term
∫ t

0 u
′′(Ys) |Zs|2 ds is well defined. Using

classical regularization by convolution, we consider the sequence (un)n, such that for any un of
C2-class functions satisfying :

(i) un converges uniformly to u in the interval [−R,R].

(ii) u′n converges uniformly to u′ in the interval [−R,R].

(iii) u′′n converges in L1([−R,R]) to u′′.

For R > |Y0|, let τR := inf{t > 0 : |Yt| ≥ R}. Since τR tends to infinity as R tends to infinity, it
is enough to establish formula (4.6) for Yt∧τR . Itô’s formula applied to un(Yt∧τR) shows that

un(Yt∧τR) = un(Y0) +

∫ t∧τR

0
u′n(Ys)dY s+

1
2

∫ t∧τR

0
u′′n(Ys) |Zs|

2
ds (4.7)

Passing to the limit on n in the equation (4.7) then using properties (i), (ii), (iii) and Proposition
4.1, we get

u(Yt∧τR) = u(Y0) +

∫ t∧τR

0
u′(Ys)dYs +

1
2

∫ t∧τR

0
u′′(Ys) |Zs|2 ds.

4.3 Reflected quadratic BSDE with measurable generators

We will use the Itô–Krylov formula (4.6) to study the existence of solutions for the two classes
of Reflected Quadratic BSDEs (1.1) with data (f(y) |z|2 , ξ, L, U) and (φf (y, z), ξ, L, U). We
also prove a comparison theorem for equation (1.1) with data (f(y) |z|2 , ξ, L, U).
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Lemma 4.5. ([2], Lemma A.1). Let f belongs to L1(R). The function

u(x) :=
∫ x

0
exp

(
2
∫ y

0
f (t) dt

)
dy

has the following properties,
(i) u ∈ W2

1,loc(R) and satisfies the differential equation 1
2u
′′(x)− f(x)u′(x) = 0 a.e on R.

(ii) u is a one to one function from R onto R.
(iii) The inverse function u−1 belongs toW2

1,loc(R).
(iv) u is a quasi-isometry, that is there exist two positive constants m and M such that, for

any x, y ∈ R,
m |x− y| ≤ |u(x)− u(y)| ≤M |x− y| . (4.8)

Remark 4.6. Since f is not continuous, then function u(x) :=
∫ x

0 exp
(
2
∫ y

0 f (t) dt
)
dy is not of

class C2. Therefore, the classical Itô’s formula can not be applied. But since u belongs to the
Sobolev spaceW2

1,loc, we can use the Itô-Krylov formula.

The Reflected Quadratic BSDE with H(t, y, z) := f(y) |z|2

The following result gives the existence and uniqueness of the solution to bsde(f(y) |z|2 , ξ, L, U).

Proposition 4.7. Assume that (A.2) and (H.2) are satisfied. Then, bsde(f(y) |z|2 , ξ, L, U) has
a unique solution.

Proof. Let u be the function defined in Lemma 4.5. Thanks to Theorem 2.1 the RBSDEs (3.3)
with the data (0, ξ, L, U) has a unique solution. Since u−1 belongs toW2

1,loc(R), then Itô–Krylov
formula (3.3), applied to u−1 and the solution of equation (3.3) with data (0, ξ, L, U), allows us
to get the desired result.

The following proposition shows that we can compare the solutions for the two reflecting
barriers quadratique BSDEs with the generators H(t, y, z) := f(y) |z|2 although the generators
are not continuous the comparison holds.

Proposition 4.8. (Comparison) Let f1, f2 be globally integrable on R. Let ξ1, ξ2 belongs to L2.
Let (Y f1 , Zf1 ,K+,f1 ,K−,f1) and (Y f2 , Zf2 ,K+,f2 ,K−,f2) be solutions of RQBSDE (??) with
data (f1(y) |z|2 , ξ1, L

f1 , Uf1) and (f2(y) |z|2 , ξ2, L
f2 , Uf2), respectively. Assume that ξ1 ≤ ξ2

a.s, f1 ≤ f2 a.e. and for any t ≤ T, Lf1
t ≤ L

f2
t , U

f1
t ≤ U

f2
t a.s. Then Y f2

t ≥ Y
f1
t for all t P− a.s.

Proof. For any function f belongs to L1(R), Consider uf (x) :=
∫ x

0 exp
(
2
∫ y

0 f(t)dt
)
dy. Using

Theorem (4.3) to the function uf1(Y
f2
t ), we have

uf1(Y
f2
T ) +

∫ T

t

u′f1
(Y f2
s )dK+,f2

s = uf1(Y
f2
t )−

∫ T

t

u′f1
(Y f2
s )f2(Y

f2
s )
∣∣Zf2
s

∣∣2 ds+ ∫ T

t

u′f1
(Y f2
s )dK−,f2

s

+

∫ T

t

1
2
u′′f1

(Y f2
T )
∣∣Zf2
s

∣∣2 ds+ ∫ T

t

u′f1
(Y f2
s )Zf2

s dBs.

Since u′f1
(x) ≥ 0, we use Lemma 4.5 (i) to deduce that

uf1(Y
f2
T ) +

∫ T

t

u′f1
(Y f2
s )dK+,f2

s = uf1(Y
f2
t )−

∫ T

t

u′f1
(Y f2
s )
[
f2(Y

f2
s )− f1(Y

f2
s )
] ∣∣Zf2

s

∣∣2 ds
+

∫ T

t

u′f1
(Y f2
s )dK−,f2

s +

∫ T

t

u′f1
(Y f2
s )Zf2

s dBs.

Using to Lemma 4.5 (iv) and f2(Y f2
s )− f1(Y f2

s ) ≥ 0, then there exists two positive constants m
and M , such that

uf1(Y
f2
T )− uf1(Y

f2
t ) +m

(
K+,f2
T −K+,f2

t

)
≤
∫ T

t

u′f1
(Y f2
s )Zf2

s dBs +M
(
K−,f2
T −K−,f2

t

)
.
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Since uf 1 is an increasing function, then using the term ξ1 − ξ2 ≤ 0, we get

uf1(Y
f1
t )− uf1(Y

f2
t ) = E

[
uf1(Y

f1
T ) | Ft

]
− uf1(Y

f2
t )

= E [uf1(ξ1) | Ft]− uf1(Y
f2
t )

≤ E [uf1(ξ2) | Ft]− uf1(Y
f2
t )

≤ E
[
uf1(Y

f2
T )− uf1(Y

f2
t ) | Ft

]
≤ 0.

At last, taking u−1
f1

to get the desired result. Proposition (4.8) is proved.

4.4 The reflected BSDE with
H(t, y, z) = a+ b |y| + c |z| + f(y) |z|2 := φf(y, z)

In this subsection, we will establish the existence of solutions for the Reflected quadratic BSDE
(1.1) when H(t, y, z) := φf (y, z), with

φf (y, z) := a+ b |y|+ c |z|+ f(y) |z|2 ,

where a, b and c are some nonnegative constants.

Proposition 4.9. Assume that f is globally integrable on R and ξ square integrable. Then, the
Reflected quadratic BSDE (1.1) with the data (φf (y, z), ξ, L, U) has at least one solution.

Proof. Let u(x) :=
∫ x

0 exp
(
2
∫ y

0 f (t) dt
)
dy. Using the quasi isometry property of u in Lemma

4.5, we see that ξ is square integrable if and only if ξ := u(ξ) is square integrable. Since u is a
quasi isometry and u′ is bounded, we deduce that G(y, z) = (a+b

∣∣u−1(y)
∣∣)u′(u−1(y))+c |z| is

continuous and with linear growth. Therefore, according to Theorem 2.2, the RBSDE (1.1) with
the data (G(y, z), ξ, L, U) has at least one solution. Applying Itô–Krylov’s formula (4.6) to the
function u−1(Y t), we get that the BSDE (1.1) with the data (φf (y, z), ξ, L, U) has at least one
solution.

Remark 4.10. It is clear that the conclusion of Proposition 4.9 remains true when the generator
φf (y, z) is replaced by the generator ψf (y, z) := a+ by + cz + f(y) |z|2.

4.5 The Reflected Quadratic BSDE with the generatorH

Proposition 4.11. Assume that the coefficient H(t, ω, y, z) is continuous in (y, z) for a.e (t, ω).
Assume moreover that (A.1), (A.2), (A.3), (H.1) and (H.2) are satisfied. Then, the re-
flected quadratic BSDE (1.1) has a minimal and a maximal solution. Moreover, for any solution
(Y,Z,K+,K−), the component Y belongs to S2.

Proof. According to [1], since f is locally bounded, then it can be majorized by a piecewise
constant function which we denote h. Therefore, using a suitable interpolation, one can construct
a continuous function g such that g ≥ h ≥ f . Note moreover that (A.3) implies that there exists
a continuous (Ft)-adapted semimartigale. Therefore, according to Theorem 3.2 of [8] with

ηt = a+ b(|Lt|+ |Ut|) + c2

and
Ct = 1 + sup

s≤t
sup
α∈[0,1]

|g(αLs + (1− α)Us)|,

the reflected BSDE (1.1) has a solution (Y,Z,K+,K−) such that (Y, Z) belongs to C × L2 and
K+, K− belong to K. Since L and U belong to S2, so does for Y because L ≤ Y ≤ U .

Remark 4.12. We conjecture that under assumptions of Proposition 4.11, one can show that Z
belongs toM2 and (K+ −K−) belongs to K2.
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